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Executive Summary
This background paper has been prepared to inform the 23rd Informal ASEM Seminar
on Human Rights on the theme of Artificial Intelligence (AI) and Human Rights. It
provides an overview of the main opportunities and risks posed by AI across Asia and
Europe, structured around three thematic foci: privacy and data protection, equality
and non-discrimination, and remedies and access to justice. It also identifies future
directions and concrete opportunities for Asia–Europe cooperation in the governance
of AI.

AI technologies are rapidly transforming social, economic, and political life. They
offer significant benefits in areas such as healthcare, education, and public administra-
tion, but also create acute risks for fundamental rights. The use of AI in surveillance,
welfare allocation, recruitment, and online platforms has raised pressing concerns over
mass data collection, profiling, systemic bias, and limited access to redress. These chal-
lenges are amplified by the unevenness of regulatory regimes across ASEM countries
and by the transnational nature of AI-related harms.

The paper identifies three core sets of challenges, to be the focus of the discussions
during the ASEM seminar:

• Privacy and data protection: AI systems rely on the large-scale collection and
processing of personal data, creating risks of mass surveillance, opaque profil-
ing, and weak safeguards. While Europe has consolidated protections through
the GDPR, Convention 108, and the AI Act, Asian states show more diverse ap-
proaches, ranging from binding frameworks in India, South Korea, and Vietnam,
to soft-law initiatives such as ASEAN’s Guide on AI Governance and Ethics and
Singapore’s AI Verify toolkit.

• Equality and non-discrimination: AI often reproduces or amplifies social bi-
ases, with significant consequences in welfare systems, employment, credit scor-
ing, and surveillance. Europe frames bias as a rights violation prohibited under
binding instruments, while Asian states have adopted a patchwork of sectoral
regulations and judicial interventions. Systemic remedies remain limited across
the region.

• Remedies and access to justice: Effective redress mechanisms for AI-related
harms remain fragmented. Europe provides stronger procedural and institutional
safeguards through DPAs, ombuds institutions, and courts, though enforcement
gaps persist. In Asia, remedies are uneven, with early experiments such as disclo-
sure duties (China), complaint mechanisms (Philippines), and voluntary Human
Rights Impact Assessments (South Korea).

The comparative analysis highlights key divergences: Europe tends toward compre-
hensive, enforceable frameworks, while Asia shows heterogeneous and fragmented ap-
proaches, often balancing human rights with state control and economic development.
Despite these differences, the underlying risks are shared, and governance challenges
are convergent.

Looking ahead, the paper emphasises that effective AI governance requires mov-
ing beyond high-level ethical principles towards enforceable safeguards, algorithmic
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accountability, and inclusive participation. It underlines that regulation and innovation
are not in conflict: robust governance is essential to building trust, legitimacy, and sus-
tainable adoption of AI technologies.

Finally, the paper identifies concrete opportunities for Asia–Europe cooperation
within ASEM, including:

• Establishing an ASEM Observatory on AI and Human Rights.

• Launching joint training programmes for regulators, judges, and civil society.

• Piloting cross-border AI audits or certification schemes integrating human rights
safeguards.

• Supporting multi-stakeholder dialogue platforms to ensure inclusive participa-
tion.

Taken together, these actions provide a roadmap for ASEM partners to translate
shared commitments into practice. By embedding human rights at the core of AI gov-
ernance, Asia and Europe can demonstrate global leadership in aligning technological
innovation with the protection of fundamental rights and democratic values.
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1 Introduction

1.1 Background and Core Concepts
In this paper, the term Artificial Intelligence (AI) is used as an umbrella term covering
a broad family of computational techniques, including machine learning, natural lan-
guage processing, computer vision, and decision-support systems, rather than a single
technology. This reflects the way AI is framed in policy and human rights contexts,
where the focus is on governance, safeguards, and impacts on rights, rather than on
technical taxonomies.

In all its different meanings and approaches, AI technology is rapidly reshaping
societies across Asia and Europe, offering both significant opportunities and complex
challenges for the protection and promotion of human rights. As governments, busi-
nesses, and civil society actors increasingly rely on AI systems to make or support
decisions in areas such as healthcare, education, law enforcement, and public admin-
istration, concerns about transparency, accountability, fairness, and non-discrimination
have moved to the forefront of human rights discourse.

This background paper, prepared for the 23rd Informal ASEM Seminar on Human
Rights, examines the evolving intersection between AI and human rights within the
Asia-Europe context. It aims to foster dialogue among policymakers, academics, tech-
nologists, and civil society actors from both regions by providing an overview of the
emerging regulatory landscape, key thematic issues, and shared challenges and oppor-
tunities for cooperation. In particular, it focuses on three thematic pillars central to the
Seminar: privacy and data protection, equality and non-discrimination, and access to
remedies.

AI systems are not inherently neutral; their design and deployment can either ad-
vance or undermine fundamental rights, depending on the values embedded in their
governance. On the one hand, AI can help expand access to services, improve public
sector efficiency, improve early warning systems for human rights violations, and sup-
port the realisation of economic, social, and cultural rights through data-driven insights.
On the other hand, serious risks arise from opaque algorithmic decision-making, em-
bedded biases in training data, lack of meaningful oversight, and inadequate legal and
institutional safeguards. These risks threaten core rights such as privacy, freedom of ex-
pression, equality, and access to justice. They also highlight the importance of address-
ing intersecting forms of discrimination, such as those based on gender, race, disabil-
ity, or socio-economic status, which remain central to equality and non-discrimination
obligations. A nuanced understanding of this dual potential is essential for developing
governance frameworks that harness the benefits of AI while preventing and mitigating
its harms.

Similarly, it could be highlighted that the intersection of human rights with the
challenges of technological development is twofold: fundamental rights serve both as
a normative framework to guide the development of AI systems and as a body of law
whose full realisation may be actively fostered and supported through AI.

The international human rights regime provides a universally recognised set of
principles and obligations, including rights to privacy, non-discrimination, freedom
of expression, and access to remedy, that serve as a foundation for responsible tech-
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nological innovation. Viewing human rights as a framework for AI development en-
tails embedding these standards at every stage of the technology’s lifecycle, from de-
sign to deployment and ex post supervision. This means that AI systems should be
conceived and implemented with the explicit purpose of respecting, protecting, and
promoting human rights [154]. Such a rights-based approach requires systematic as-
sessment, transparency, accountability mechanisms, and the inclusion of stakeholders
— especially impacted communities and minorities — in governance and decision-
making processes. Human rights impact assessments are meant exactly for this: they
enable developers and policymakers to anticipate, identify, and mitigate potential harms
before systems are deployed. In doing so, they shift the focus from mere legal compli-
ance to the proactive advancement of human dignity, fairness, and social equity. Table
1 provides an overview of existing Human Rights Impact Assessment frameworks.

Conversely, AI technologies possess significant potential to support and strengthen
the body of human rights law itself. In fact, despite their universality, the problem of
effective access to instruments for the protection of fundamental rights, or even their
full enjoyment, is far from being resolved at the international level. Machine learning,
natural language processing, and large-scale data analytics can enhance legal discovery,
documentation of abuses, and access to justice. AI-powered platforms can be utilized
to monitor rights violations, increase legal literacy, and facilitate reporting and redress,
thereby contributing to the realization of fundamental rights in practice. Furthermore,
AI-powered remote learning or telemedicine tools can increase access to education or
healthcare for all those who find themselves in circumstances — whether personal or
determined by external factors — that make it difficult to access or fully enjoy these
essential rights. In order for this impact to be effective and truly beneficial, it is critical
that such systems are developed and deployed in light of the principles highlighted in
the previous paragraph.

Therefore, it follows that a robust human rights perspective on AI both directs the
ethical and legal boundaries of system design and positions AI as a technological ally
in the global effort to advance and protect equity.

To better understand and address these elements, the paper begins by introducing
foundational concepts relevant to AI and human rights alike. Definitions and guiding
principles are drawn from international and regional legal frameworks, including the
Universal Declaration of Human Rights (UDHR), the UN Guiding Principles on Busi-
ness and Human Rights (UNGPs), the Council of Europe’s Framework Convention on
Artificial Intelligence and Human Rights, and the European Union’s Artificial Intelli-
gence Act. These documents provide important normative benchmarks and legal tools
for assessing the human rights implications of AI technologies.

Following this conceptual foundation, the paper is structured into four main sec-
tions: (1) a review of international and regional frameworks for human rights and AI
governance; (2) thematic analyses focusing on privacy and data protection, equality
and non-discrimination, and access to remedies; (3) forward-looking considerations on
integrating human rights into AI governance; and (4) a discussion of future trends and
potential areas for Asia-Europe collaboration.

By situating the debate within the ASEM framework, this paper highlights the
importance of cross-regional dialogue and shared responsibility. It calls for a rights-
based approach to AI governance that is inclusive, participatory, and context-sensitive,
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Table 1: Examples of human rights impact assessment (HRIA) frameworks relevant to
technology and AI.

Danish Institute for Human Rights (DIHR) – HRIA Guidance and Toolbox
Comprehensive toolkit with step-by-step guidance for planning, conducting, and re-
porting human rights impact assessments.

https://www.humanrights.dk/tools/human-rights-impact-assessment-guidance-
toolbox

UN Guiding Principles on Business and Human Rights – Due Diligence (OECD)
Global standard requiring businesses to identify, prevent, mitigate, and account for
human rights impacts through systematic due diligence.

https://www.oecd.org/en/topics/due-diligence-for-responsible-business-conduct.html

Global Network Initiative (GNI) – Assessment Toolkit
Guidance for ICT companies to assess risks to privacy and freedom of expression, with
independent accountability mechanisms.

https://globalnetworkinitiative.org/wp-content/uploads/2021/11/AT2021.pdf

Institute for Human Rights and Business (IHRB) – ICT Sector Guide
Sector-specific guidance for ICT companies on operationalising the UNGPs, with prac-
tical advice and risk mapping.

https://op.europa.eu/en/publication-detail/-/publication/ab151420-d60a-40a7-b264-
adce304e138b

OECD – Due Diligence Guidance for Responsible Business Conduct
Risk-based due diligence framework covering human rights, environment, labor, and
governance, widely applied in digital and AI contexts.

https://www.oecd.org/content/dam/oecd/en/publications/reports/2018/02/oecd-due-
diligence-guidance-for-responsible-business-conduct c669bd57/15f5f4b3-en.pdf

European Union – Fundamental Rights Impact Assessment (FRIA)
AI Act Art. 27 requires deployers of high-risk AI systems to assess and mitigate risks
to fundamental rights prior to deployment.

https://artificialintelligenceact.eu/article/27/

grounded in legal standards and informed by ethical considerations. Beyond dialogue,
the paper foreshadows concrete opportunities for Asia–Europe collaboration—such as
joint capacity-building, harmonised audit practices, and shared institutional mecha-
nisms—to advance a coherent and rights-based approach to AI governance. Ultimately,
the paper seeks to support ASEM partners in developing coherent, just, and future-
oriented responses to the evolving challenges posed by AI.
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2 International and regional protection

International and regional protection of human rights in the context of AI has be-
come an urgent political issue, as the spread of this technology introduces new di-
mensions of risk alongside opportunities for social progress. The implementation of
AI systems, particularly by states and multinational corporations, is now recognised
as potentially transformative for societies, but also as a source of threats inherent to
fundamental rights enshrined in international human rights law. Given the nature of AI
systems and their development and training techniques, it is now well established that
the implications of their use often transcend national borders. Furthermore, it would
not be possible to protect fundamental rights without due reference to the international
disciplines that address and protect them even outside the mere digital context.

In this regard, the Universal Declaration of Human Rights (UDHR) represents the
foundational instrument for the protection of fundamental rights, proclaiming a com-
mon standard for the recognition and safeguarding of these rights for all individuals and
nations. The Declaration, adopted by the United Nations General Assembly in 1948 in
the aftermath of World War II, aimed not only to enshrine in a legal document the rights
that should be recognised for all human beings by virtue of their humanity, but also to
establish the right to effective remedies in the event of violations. In its formulation,
the UDHR has served as both a starting point and a source of inspiration for many
national constitutions that emerged thereafter. Among the rights most prominently fea-
tured — and frequently invoked in international legislation, including in the context
of AI governance — are the right to human dignity, as the cornerstone of the human
rights framework, as well as the rights to integrity, equality, and the free expression of
one’s self, thoughts, beliefs, and identity. Alongside the UDHR, it is essential to high-
light both the International Covenant on Civil and Political Rights (ICCPR) and the
Convention on the Rights of the Child (CRC) as benchmarks for the protection of such
rights.

The ICCPR, in force since 1976, legally binds its signatory states to guarantee the
full range of civil and political rights to all individuals. While many of these rights
reflect those recognized in the UDHR, their explicit specification and separate artic-
ulation were intended to reinforce respect for dignity and equality, particularly in the
face of political or administrative dissent within individual states. In this respect, the
Preamble’s reference to “freedom from fear” is especially noteworthy.

The CRC, adopted in 1989, explicitly addresses the protection and promotion of
fundamental rights for individuals under the age of 18. It marked a significant mile-
stone — not least because of its legal force — in the reconsideration of the child as an
individual with full rights, whose dignity, identity, and entitlements must be protected
independently of those who act as their guardians. Supporting this view, the CRC en-
shrines the principle of the best interests of the child (Article 3) and the right of the
child to be heard in all matters affecting them (Article 12).

This body of norms serves as the starting point for discussions on the inalienable
rights at stake in the regulation and development of emerging technologies, including
evaluations of which rights AI systems might primarily help to promote. Building upon
these principles and rights, numerous legal and governance documents — at both inter-

8



national and regional levels — have since been developed to more specifically address
the interaction between human rights and AI systems.

The following sections present some of the most significant strategies, initiatives,
and legal instruments relevant to this intersection. Extended details, including full texts
and comprehensive references, are provided in Appendix A.

2.1 Human Rights and AI at the International Level
At the international level, several instruments and initiatives provide normative guid-
ance on the relationship between AI and human rights. These include both binding
human rights treaties and non-binding standards that are increasingly shaping global
practice. However, a key gap remains the absence of a comprehensive, universally bind-
ing legal instrument specifically dedicated to AI and human rights.

2.1.1 United Nations Special Rapporteurs

The system of UN Special Rapporteurs provides independent, expert analysis on hu-
man rights. While there is not yet a dedicated mandate for AI, several Rapporteurs have
already raised concerns about its use.

The Special Rapporteur on Human Rights while Countering Terrorism highlighted
the use of AI for mass surveillance, particularly targeting journalists and activists, and
called for a moratorium until safeguards for privacy and freedom of expression are
in place [7]. The Special Rapporteur on the Right to Privacy issued report A/78/310
stressing the principles of transparency and explainability in AI data processing [118],
and later reports on neurodata (2025) reiterated these concerns. Similarly, the Special
Rapporteur on the Right to Education underscored both opportunities (inclusion, dis-
ability support) and risks (educational disparities, alienation of teachers) linked to AI
in education [151].

These interventions illustrate the increasing attention given by existing mandates
to AI-related risks. They also support calls for a dedicated Special Rapporteur on AI
and Human Rights, to provide consistent leadership, interdisciplinary expertise, and
consolidated guidance at the UN level.

2.1.2 International Covenant on Economic, Social and Cultural Rights

The ICESCR (1966) is one of the three foundational treaties of the International Bill of
Rights. Article 15(b) establishes the right to “enjoy the benefits of scientific progress
and its applications” [84]. This provision can be interpreted as guaranteeing equitable
access to AI technologies while also obliging states to mitigate harms through trans-
parency, oversight, and remedies [139].

In the context of AI, this means that states must ensure that new technologies sup-
port, rather than undermine, the enjoyment of economic, social, and cultural rights.
Examples include access to education, health care, and social protection through AI-
enabled services. At the same time, states must establish mechanisms for accountabil-
ity, ensuring individuals can contest algorithmic decisions that affect their rights.
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2.1.3 Office of the High Commissioner for Human Rights

The OHCHR has been central in identifying AI-related human rights challenges. Re-
ports and Human Rights Council sessions have highlighted risks arising from biometric
surveillance (e.g., facial recognition), predictive policing, and algorithmic discrimina-
tion [2, 31]. The opacity of such systems (the “black box” problem) makes account-
ability and access to remedies particularly difficult.

The OHCHR has also stressed the risks of AI-driven content moderation, which
may suppress freedom of expression online. To address these challenges, OHCHR has
reaffirmed three pillars: (1) human rights as the normative framework for AI devel-
opment, (2) the need for international cooperation, particularly involving the Global
South, and (3) the importance of timely intervention before harmful technologies be-
come widespread.

Recent initiatives include updated interpretative guidance on the UN Guiding Prin-
ciples on Business and Human Rights (UNGPs), emphasising due diligence through-
out the AI lifecycle and stronger stakeholder engagement [122]. In 2025, OHCHR also
prioritised the Global Digital Compact, which proposes establishing an Independent
International Scientific Panel on AI and a Global Dialogue on AI Governance [62, 88].

2.1.4 Organisation for Economic Co-operation and Development (OECD) AI
Principles

In 2019, the Organisation for Economic Co-operation and Development (OECD) adopted
the first intergovernmental standard for trustworthy AI: the OECD Principles on Artifi-
cial Intelligence. These five core principles emphasise inclusive growth, human-centred
values, transparency, robustness, and accountability, supported by five policy recom-
mendations on investment, enabling ecosystems, governance, skills, and international
cooperation.

By 2024, these Principles were updated to respond to rapid advances in general-
purpose and generative AI. Key revisions included explicit reference to environmen-
tal sustainability, a stronger focus on systemic risk management, and the reframing of
transparency as contestability (the ability to challenge algorithmic decisions). Account-
ability was broadened to cover bias, intellectual property, and labour rights [119].

With more than 47 adherent countries across Europe and Asia, the OECD Principles
have become a global reference point for AI governance, though their voluntary nature
leaves enforcement to national implementation.

2.1.5 G20 AI Guidelines

At the 2019 Osaka Summit, the G20 endorsed AI principles inspired by the OECD,
emphasising fairness, transparency, accountability, privacy, and the rule of law [69].
Unlike the OECD Principles, however, the G20 Guidelines function primarily as a
political declaration rather than a comprehensive governance framework.

They carry diplomatic weight by aligning major economies around high-level com-
mitments, but lack specific implementation or monitoring mechanisms [143]. Their
scope is also narrower, focusing on broad values rather than detailed standards, and
omitting issues such as environmental sustainability or sector-specific safeguards.
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2.1.6 Global Partnership on AI

The Global Partnership on AI (GPAI), launched in 2020 and hosted by the OECD, rep-
resents a multi-stakeholder effort to operationalise responsible AI. With participation
from over 20 countries, alongside civil society, academia, and industry, GPAI works
through expert working groups on responsible AI, data governance, future of work,
and innovation.

GPAI draws heavily on the OECD AI Principles and the UNGPs, seeking to bridge
theory and practice by embedding human rights in AI governance. It promotes inclu-
sive stakeholder participation and accountability across the AI lifecycle. However, as
a voluntary initiative, GPAI’s outputs take the form of reports and recommendations
rather than binding rules.

2.1.7 G7 AI Principles and Code of Conduct

In October 2023, the G7 launched the Hiroshima Process, adopting eleven voluntary
principles and a Code of Conduct for advanced AI systems. These principles stress
risk-based management across the AI lifecycle, including pre-deployment impact as-
sessments, post-deployment monitoring, transparency, security, and incident reporting.
They also highlight content authentication, research prioritisation, and support for in-
ternational technical standards.

The Hiroshima Process represents an important step toward harmonising AI gov-
ernance among major economies, embedding risk management and human rights con-
siderations. However, the voluntary and transitional nature of the principles limits their
enforceability. Their main value lies in shaping national approaches and in building
alignment with OECD and GPAI processes.

2.1.8 UNESCO Recommendation on the Ethics of AI

The UNESCO Recommendation on the Ethics of AI, adopted in 2021 by 194 Member
States, is the first global normative instrument dedicated specifically to AI [161]. It
establishes human dignity as the central guiding principle and calls for inclusivity,
gender equality, environmental sustainability, and education for responsible AI [116,
110, 165].

The Recommendation urges states to conduct ethical impact assessments of high-
risk AI systems, develop national capacities, and ensure public participation in AI gov-
ernance. Despite its ambition, the Recommendation remains voluntary and largely pre-
ventive, focusing on early stages of AI development. It does not fully address adaptive
or generative AI systems that evolve after deployment.

2.1.9 IEEE Ethically Aligned Design

The Institute of Electrical and Electronics Engineers (IEEE) has developed a compre-
hensive framework as a result of the Global Initiative on Ethics of Autonomous and
Intelligent Systems: the Ethically Aligned Design (EAD) principles. The main objec-
tive is to provide guidance for the development and deployment of autonomous systems
and AI systems that promote human rights.
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In particular, EAD makes it explicit that AI must be implemented and operated to
promote and protect rights such as the right to life, safety, privacy, equality, and free-
dom of expression. Special efforts must be made to limit the risk of discrimination
based on race, gender, religion, disability, sexual orientation, and other individual char-
acteristics as a result of algorithmic operations. To this end, care must be taken to foster
human oversight and human agency, putting in place all necessary measures to prevent
manipulation and coercion through AI systems. The IEEE also encourages the drafting
of governance frameworks that promote the building of public trust in technology, in-
cluding by ensuring that AI system outcomes can always be traced back to their source
of accountability.

This initiative has been influential in guiding industry and policies towards human
rights-based approaches in AI system design, with particular emphasis on de-biasing
and transparency. Nevertheless, the effective implementation of these guidelines en-
counters some difficulties, primarily related to technical complexity. In fact, embed-
ding ethical principles from design to actual deployment of AI requires ethical risk
modelling, algorithmic audits, adversarial testing, and other methodologies to ensure
transparency, which are difficult to operationalise. Moreover, the claim for constantly
verifiable accountability — while certainly commendable and worthy of further study
— may be difficult to implement in practice, due to the still high level of unpredictabil-
ity in AI behaviour in real-life scenarios. While establishing an interdisciplinary ethics
review board could be a valid option, organisations may find it difficult to implement
consistently due to the related need to ensure diverse stakeholder involvement, constant
and continuous commitment, and clear accountability measures, which are difficult to
set based on EADs alone. Furthermore, as these are voluntary guidelines, they lack
enforcement structures, which could lead to uneven adoption and pressures due to the
need for companies to meet efficiency and financial expectations in order to be com-
petitive in the market.

2.1.10 Raoul Wallenberg Institute of Human Rights and Humanitarian Law

The Raoul Wallenberg Institute of Human Rights and Humanitarian Law (RWI) is
an independent research and education institute that has increasingly engaged with the
intersection of AI and human rights. Its work examines both the opportunities and risks
of AI in areas such as healthcare, justice, and social welfare.

RWI stresses the importance of inclusive multi-stakeholder engagement, transparency,
and human dignity in the design and governance of AI systems. It also calls for more
robust ethical standards and stronger safeguards against algorithmic bias and account-
ability gaps.

Although not a norm-setting body like the OECD or UNESCO, RWI contributes
through research, policy advice, and convening platforms, helping bridge the gap be-
tween academic expertise, civil society perspectives, and policy development.

2.1.11 Overview

Taken together, these instruments constitute a growing body of international initiatives.
They provide important reference points for rights-based AI governance, but remain
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fragmented and uneven in enforceability.

Summary of International Approaches to Human Rights and AI

Instrument /
Actor

Focus / Contribution Limitations

UN Special
Rapporteurs

Highlight AI risks (surveil-
lance, privacy, education);
call for dedicated AI Rap-
porteur

Fragmented, issue-specific
mandates

ICESCR
(1966)

Right to benefit from sci-
entific progress (Art. 15b);
obligations of due diligence
and remedies

Broad; requires interpreta-
tion for AI context

OHCHR Reports on surveillance, dis-
crimination, opacity; guid-
ance on UNGPs; Global
Digital Compact

Recommendations non-
binding; implementation
gaps

OECD AI
Principles
(2019/24)

First intergovernmental AI
principles; inclusivity, fair-
ness, transparency, account-
ability, sustainability

Voluntary; interpretive am-
biguities

G20 AI
Guidelines
(2019)

Political alignment of major
economies; based on OECD
principles

No monitoring or enforce-
ment mechanisms

Global Part-
nership on AI
(2020)

Multi-stakeholder, practice-
oriented; focuses on rights,
governance, future of work

Advisory role; limited au-
thority

G7 Hiroshima
Process
(2023)

Eleven voluntary principles
on risk management, trans-
parency, content authentica-
tion

Transitional, non-binding

UNESCO
Recommen-
dation (2021)

First global normative
framework; dignity, inclu-
sivity, sustainability

Preventive, voluntary, lim-
ited adaptability

IEEE Ethi-
cally Aligned
Design
(EAD)

Voluntary framework for
embedding human rights
in AI; stresses oversight,
accountability, and non-
discrimination

Hard to implement; no en-
forcement

Raoul Wal-
lenberg
Institute
(RWI)

Research and policy advice
on AI and human rights; em-
phasises dignity, inclusivity,
transparency

Advisory role; non-binding
influence
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The rapid advancements in generative AI and the emergence of novel applications
have introduces a series of potentially unforeseen ethical dilemmas, such as, by way
of example only, the dissemination of misinformation, the development of deepfakes,
or the misuse of technology, that existing guidelines may not fully address yet, ne-
cessitating ongoing updates and research. Furthermore, the effective implementation
of AI ethics is contingent upon the education of developers, policymakers, and users
regarding the capabilities, risks, and responsible use of AI, a gap that hampers ethical
compliance and broader social trust. Concurrently, a global regulatory approach that
is equally enforceable and uniformly valid across the world is very complex even just
to theorise conceptually, due not only to the variety of legal systems that exist inter-
nationally, but also to the cultural and social contexts, and the related historical and
philosophical roots that guide the different states and their respective approaches to
policy in the various sectors of interest.

However, analysis conducted in this section is useful for highlighting the need for
an even stronger international cooperation and potentially a binding global treaty to en-
sure consistent and coordinated human rights protection in the AI era. This has already
begun to take shape through the emergence of emerging global dialogues, like the 2023
AI Safety Summit, the 2024 AI Seoul Summit, and the 2025 AI Action Summit, which
have spurred initiatives such as a network of AI Safety Institutes and multi-stakeholder
foundations, aimed at democratizing access, setting safety infrastructures, and advanc-
ing public-interest AI.

In order to underline the ways in which these international inputs and key prin-
ciples have been received by ASEM countries, the following sections will examine
some of the main AI governance and regulation measures in light of the human rights
framework which have been developed in Asia and Europe.

2.2 Human Rights and AI at the regional level: Asia
Asia has emerged as a critical region in the global development and governance of AI,
characterized by rapid technological adoption, diverse regulatory approaches, and sig-
nificant variations in the integration of human rights safeguards. As AI technologies
become increasingly embedded in economic and social systems, countries across the
region are grappling with how to balance innovation with the protection of fundamental
rights. Against this backdrop, South Korea, China, and Japan stand out as particularly
instructive case studies, due to their leading roles in AI development, distinct gover-
nance models, and active engagement in shaping regional and global AI norms. These
three nations represent a spectrum of regulatory philosophies — from South Korea’s
comprehensive and human-rights oriented framework, to China’s approach of balanc-
ing development and governance with a people-centred focus, to Japan’s principles-
based and inclusive governance model. By examining their legislative advances and
policy challenges, this subsection aims to illuminate key trends, gaps, and tensions in
the evolving relationship between AI and human rights in Asia.
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2.2.1 AI Basic Act

South Korea’s AI Basic Act, passed on December 26th 2024 and promulgated on Jan-
uary 21st 2025, marks a significant step in the country’s efforts to establish a compre-
hensive regulatory framework for AI . This legislation aims to promote AI technology
development while safeguarding human rights and ensuring social responsibility. It
constitutes the first comprehensive framework on AI in the Asian region and the sec-
ond on a global level, following the adoption of the EU AI Act in August 2024 [158].

The core of the AI Basic Act is the establishment of a centralized governance struc-
ture, with the National AI Committee leading the policy development. This committee
is chaired by the President and composed of government officials and industry ex-
perts. This centralized decision-making model ensures consistency and efficiency in
policy execution, allowing for coordinated efforts in promoting AI-related initiatives.
However, it also raises concerns about governance centralization, which might limit
the inclusion of diverse voices from industry stakeholders and reduce the capacity
for grass-roots innovation. In a rapidly evolving technological field, a more central-
ized governance model may impede the flexibility required to adapt to emerging chal-
lenges. The AI Basic Act also mandates the creation of a Basic AI Plan every three
years, which is led by the Ministry of Science and ICT (MSIT) and aims to support
AI research and development. In addition, it provides the legal basis for establishing
specialized institutions like the AI Policy Center and the AI Safety Research Institute
to promote and enforce AI policies. While this systematized framework helps ensure
long-term stability in AI policy, the lack of flexibility in addressing the fast-changing
technological landscape could result in delays in policy adaptation, leading to a gap
between emerging technological needs and regulatory responses.

One of the key highlights of this Act is its emphasis on human rights protection
in AI development. The Act mandates that businesses assess the impact of their AI
systems on fundamental rights when deploying high-impact AI technologies. For in-
stance, high-impact AI systems, which may severely affect human life, physical safety,
or fundamental rights, are required to undergo additional risk assessments. This provi-
sion underscores South Korea’s commitment to ensuring that AI technologies do not
infringe upon individual freedoms or perpetuate discrimination. However, while the AI
Basic Act places significant importance on human rights protection, it does not provide
sufficiently clear guidelines on ensuring algorithmic transparency, which is a critical
issue in many AI applications. For instance, while businesses are required to inform
users when AI is used in their products or services, the Act does not specifically man-
date algorithmic transparency or the explainability of AI decision-making processes.
In high-stakes areas like facial recognition or social scoring, the lack of transparency
could undermine public trust and lead to potential human rights violations, especially
if AI decisions are not easily understood or contested by affected individuals [124].

Another distinctive feature of the AI Basic Act is its reliance on voluntary compli-
ance to drive businesses towards responsible AI practices. The Act introduces a prefer-
ential procurement system for companies that voluntarily undergo Human Rights Im-
pact Assessments (HRIAs) for their AI systems. While this soft law approach encour-
ages companies to act ethically, it lacks mandatory enforcement and stronger penalties
for non-compliance. This difference in regulatory philosophy reflects a divergence in
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how the two frameworks approach enforcement. The EU’s model, with its high penal-
ties, provides a strong deterrent against non-compliance, ensuring that businesses take
regulatory requirements seriously. On the other hand, the AI Basic Act’s emphasis on
voluntary compliance might result in some businesses treating the law as a cost of doing
business rather than a compliance obligation. Thus, strengthening enforcement mecha-
nisms and clearly defining punitive measures for violations will be key to ensuring the
Act’s effectiveness [128].

Moreover, although the AI Basic Act provides a forward-thinking framework for
AI governance, it faces challenges in adapting to the rapid evolution of AI technolo-
gies. The current legal framework may not be agile enough to address new, unforeseen
risks that emerge with advancements in AI. For instance, technologies like generative
AI, such as deepfake technology, could pose risks that are not adequately covered by
the existing provisions. While the AI Basic Act mandates that businesses disclose when
their AI-generated content is used, it does not provide sufficient regulatory clarity on
how to manage the broader societal risks posed by such technologies. Therefore, the
flexibility of the legal framework will be critical. To ensure that the AI Basic Act re-
mains relevant, it will need to evolve with new technological developments, including
through subordinate legislation and updates that address the emerging risks of genera-
tive and autonomous AI systems. Without the ability to quickly adapt to new techno-
logical realities, the law may become ineffective or obsolete, undermining its goal of
fostering safe and ethical AI innovation.

2.2.2 AI Promotion Act

On May 28th 2025, Japan’s Parliament approved the “Act on the Promotion of Re-
search and Development and the Utilization of AI-Related Technologies” (Japan AI
Promotion Act ) [130], making Japan the second major economy after Korea in the
Asia-Pacific (APAC) region to enact comprehensive AI legislation. Most provisions of
the Act — except Chapters 3 and 4, and Articles 3 and 4 of its Supplementary Provi-
sions — took effect on June 4th 2025, marking a significant transition from Japan’s
soft-law, guideline-based approach to AI governance to a formal legislative frame-
work [40]. It is important to note that this legislative evolution builds upon Japan’s
established model of “agile governance”, which emphasizes flexibility, adaptability,
and multi-stakeholder participation to keep pace with rapid technological changes [22].
Rather than imposing binding obligations on private actors, this legislation is designed
as a “basic law”, similar in form and spirit to Japan’s Science and Technology Basic
Law or the Basic Act on Forming a Digital Society. The Act establishes strategic di-
rections, policy guidelines, and national commitments aimed at promoting research,
development, and deployment of artificial intelligence across all sectors.

The AI Promotion Act represents a significant step in embedding human rights
considerations into the framework for AI development and governance in the country.
Building on Japan’s Social Principles of Human-Centred AI, the Act emphasizes that
AI technologies must respect and uphold fundamental rights such as privacy, equal-
ity, and freedom of expression. This is reflected in its focus on transparency, account-
ability, and fairness, which are critical in mitigating risks like algorithmic bias, dis-
crimination, and misuse of personal data. The Act’s provisions also indirectly address
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human rights by promoting privacy protections, ensuring data security, and fostering
a fair and competitive environment for AI innovation. These measures aim to pre-
vent harm to individuals, particularly in sensitive areas such as employment, health-
care, and law enforcement, where AI could significantly impact personal freedoms and
opportunities. Furthermore, the Act’s emphasis on inclusive governance ensures that
all stakeholders, including citizens, private businesses, and local governments, have
roles in shaping AI policies. Article 9 of the Act mandates “strengthened collabora-
tion between the national government, local public entities, research institutions, and
AI-utilizing businesses”, while Article 15 requires the government to “promote pub-
lic education and awareness of AI” to enhance citizens’ ability to participate in policy
debates. This participatory approach aligns with democratic principles and empow-
ers individuals to have a voice in how AI technologies are implemented, reducing the
risk of top-down or unaccountable decision-making. Notably, the Act avoids heavy-
handed regulatory measures — such as mandatory algorithm audits for all AI systems
— in favour of voluntary compliance supported by reputational incentives, a choice
tailored to Japan’s collaborative industrial culture. It encourages businesses to adopt
self-regulatory frameworks and publicly disclose their AI governance practices, lever-
aging market pressure to drive accountability. For instance, companies that demonstrate
strong human rights safeguards in AI may gain a competitive edge with consumers and
investors increasingly focused on ethical tech. This approach fosters a “culture of re-
sponsibility” where human rights are not viewed as a regulatory burden but as a core
component of sustainable AI innovation—critical for building public trust in technolo-
gies that are increasingly integrated into high-stakes areas like criminal justice and
education.

Despite representing a milestone in the country’s regulatory landscape for emerging
technologies, the AI Promotion Act suffers from several shortcomings that may under-
mine its effectiveness. These issues primarily revolve around enforceability, oversight,
and addressing systemic risks inherent in AI technologies. First, The Act’s reliance
on voluntary compliance, rather than legally binding obligations, creates significant
gaps in accountability. Without punitive measures or mandatory oversight mechanisms,
there is little recourse if businesses fail to adhere to ethical AI practices. For example,
companies may prioritize profit over fairness or privacy, exacerbating risks like al-
gorithmic bias or misuse of personal data. This lack of enforceability is particularly
concerning in high-stakes applications, such as law enforcement or healthcare, where
errors or abuses could have severe human rights implications [35]. Second, while the
Act promotes privacy protections, it does not adequately address the risks associated
with AI-driven surveillance technologies. For example, the use of facial recognition
and other monitoring tools by public authorities or private entities could infringe on
individual freedoms, particularly if deployed without meaningful oversight. This is
especially relevant in Japan, where balancing technological innovation with privacy
rights has been a longstanding challenge. The lack of clear safeguards against mass
surveillance could lead to significant human rights violations, particularly in the ab-
sence of independent regulatory bodies. Third, the Act’s focus on fostering innovation
risks overlooking issues of equitable access to AI benefits. Populations in rural or un-
derserved areas may face barriers to accessing AI-driven services, exacerbating exist-
ing social inequalities. Furthermore, without proactive measures to ensure inclusivity,
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the benefits of AI may disproportionately favour well-resourced corporations or urban
centres, leaving vulnerable groups further marginalized. Ultimately, the Japan AI Pro-
motion Act seeks to strike a balance between promoting innovation and safeguarding
human rights. By framing human rights as a core principle rather than a regulatory
afterthought, the legislation aims to ensure that AI serves as a tool for social good, con-
tributing to a society where technology empowers individuals without compromising
their freedoms or dignity. However, its success will depend on how effectively these
principles are translated into practice and whether the soft regulatory approach can
adequately address the complex challenges posed by AI.

2.2.3 Provisions on the Administration of Algorithmic Recommendation in In-
ternet Information Services

The Human Rights Action Plan of China (2021-2025) establishes the principle of
“leveraging digital technologies to expand the space for the free and comprehensive
development of all individuals” [59]. Rather than pursuing unified AI legislation at
the outset, China has adopted a decentralized, scenario-specific regulatory approach,
which facilitates a swift response to human rights issues arising during the early stages
of artificial intelligence development.

As one of the first steps of this Plan, on December 31st 2021, the Provisions on the
Administration of Algorithmic Recommendation in Internet Information Services was
issued. This is the first departmental regulation in China and globally to specifically
target algorithmic recommendation technology for regulation, marking a new phase of
institutionalization and standardization in algorithm governance. Article 2 of the Pro-
visions provide the first explicit definitions for five types of algorithms: generative syn-
thesis, personalized recommendation, sorting and filtering, retrieval and filtration, and
scheduling and decision-making. The Provisions are underpinned by higher-level leg-
islation including the Cybersecurity Law, Data Security Law, and Personal Information
Protection Law, focusing on issues such as illegal information, algorithmic discrimina-
tion, personal information protection, and safeguarding minors. Furthermore, they es-
tablish a preliminary algorithm governance framework encompassing pre-emptive pre-
vention, in-process compliance, and post-incident redress, which embodies the “pro-
tect, respect and remedy” principle of the UN Guiding Principles on Business and
Human Rights.

In implementing the State’s duty of protection, Article 6(2) of the Provisions adopts
a negative approach by stipulating that algorithmic recommendation service providers
shall not use such services to infringe upon the legitimate rights of other users. Specif-
ically, the Provisions establish a system for algorithmic filing and classification-based
management.The Provisions require providers of algorithmic recommendation services
possessing public opinion attributes or social mobilization capabilities to fulfil their
registration obligations. This tiered classification approach shares common ground with
the European Union’s Artificial Intelligence Act in regulating high-risk AI systems,
which reflects the country has taken into account the diversity and impact differences of
algorithm technology when fulfilling its protection obligations. Additionally, the Pro-
visions place particular emphasis on the potential impact of algorithms on vulnerable
groups such as minors, the elderly, and workers, requiring algorithm service providers
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to implement effective measures to safeguard their lawful rights and interests. For in-
stance, addressing the issue of minors becoming addicted to online activities, the Provi-
sions stipulate that algorithmic models must not be designed to induce such behaviour.

As developers, operators and users of artificial intelligence technology, algorithmic
recommendation service providers possess not only first-hand knowledge of technolog-
ical advancements but also direct engagement with users, granting them a governance
advantage over governmental bodies development of all individuals” [153]. Conse-
quently, they should exercise self-regulatory oversight. The Provisions translate corpo-
rate responsibilities regarding respect for human rights into specific, actionable compli-
ance obligations, providing algorithmic service providers with clear guidance. One is
the right to be informed of algorithm information, which means informing users of the
relevant information recommended by the algorithm, and disclosing the basic princi-
ples, target intentions, and main operating methods of its services. However, this trans-
parency requirement lacks a tiered approach. For algorithms of high technical com-
plexity and commercial sensitivity, excessive disclosure may compromise corporate
trade secrets and core competitiveness; conversely, for low-risk algorithms, existing
transparency requirements may prove insufficient to safeguard users’ right to know.
This one-size-fits-all transparency mandate struggles to strike a balance in practice,
potentially leading enterprises to opt for symbolic disclosure rather than substantive
transparency. Secondly, the selection right of algorithms is stipulated, which provides
users with choices that do not target their own personality, or facilitates the closure of
algorithm recommendation services. Thirdly, the Provisions require algorithm recom-
mendation service providers to fulfil their primary responsibility for algorithmic safety.
They must establish and improve management systems and technical measures cover-
ing algorithmic mechanism review, technological ethics assessment, user registration,
information publication review, data security and personal information protection, anti-
telecommunications network fraud, security evaluation and monitoring, and emergency
response to security incidents. Providers shall formulate and publicly disclose relevant
rules governing algorithm recommendation services.

Moreover, beyond judicial remedies based on national jurisdiction, the Provisions
also stipulates non-judicial redress mechanisms. Article 22 stipulates that providers of
algorithmic recommendation services shall establish convenient and effective channels
for user appeals and public complaints or reports, clearly define processing procedures
and response time-frames, and promptly receive, handle and provide feedback on the
outcomes of such cases. This non-judicial redress mechanism provides users with a
relatively low-cost avenue for relief, facilitating the prompt handling of complaints and
enabling direct redress.

2.2.4 ASEAN Guide on AI Governance and Ethics

At the 4th Digital Ministers Meeting of the Association of Southeast Asian Nations
(ASEAN), which was held in Singapore, the Guide on AI Governance and Ethics (AI
Guide) has been released. It serves as a practical guide for organizations in the region
that wish to design, develop, and deploy traditional AI technologies in commercial and
non-military or dual use applications. AI Guide highlights seven principles, including
transparency, fairness, security, reliability, human-centricity, privacy and accountabil-
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ity. When it comes to human-centricity, AI Guide proposes that:
“It is key to ensure that people benefit from AI design, development, and deploy-

ment while being protected from potential harms. AI system should be used to promote
human well-being and ensure benefit for all. Especially in instances where AI systems
are used to make decisions about humans or aid them, it is imperative that these sys-
tems are designed with human benefit in mind and do not take advantage of vulnerable
individuals” [148].

AI Guide advances the ASEAN Digital Masterplan 2025’s Desired Outcome (2.7)
which is to adopt regional policy to deliver best practice guidance on AI governance and
ethics, IoT Spectrum and technology. The Guide is explicitly structured to be a “living
document”, allowing it to evolve in response to emerging technologies and governance
challenges [81].

Recognizing the rising prominence of generative AI, ASEAN released an Expanded
ASEAN Guide on AI Governance and Ethics — Generative AI in 2025 to supplement
and support AI Guide with policy considerations related to generative AI. It outlines
six core risks, including mistakes and anthropomorphism, inaccurate content and disin-
formation, deepfakes, impersonation and malicious use, IP rights infringement, privacy
breaches and biased outputs.

The Guide’s principles overlap with rights recognized under international human
rights law, such as right to information, access to remedy, right to non-discrimination
and equality, right to privacy and human dignity. Compared to mandatory measures,
ASEAN’s preference for non-binding, consensus-driven, and flexible frameworks, which
may be more politically feasible in a region with diverse governance models but weaker
in enforceability for rights protection. The Guide represents an important regional step
toward ethical AI governance, but its integration of human rights is indirect, implicit,
and aspirational rather than binding.

2.2.5 Future Trends of Integrating Human Rights into AI Governance in Asia

Currently in Asia, developments in AI governance suggest that, in the future, Asian
countries are more likely to opt for soft-law instruments like regulations as opposed
to hard-law mechanisms like legally enforceable constitutional rules. As mentioned in
table 5 several Asian countries have been working on voluntary guidelines have been
introduced to shape an AI regulatory framework which incorporates human rights con-
siderations. This trend reflects both pragmatic and structural factors. On the one hand,
voluntary guidelines allow governments to respond quickly to technological changes
without the political and legal complexities of passing binding legislation. On the other
hand, voluntary guidelines play a strategic role in shaping industry norms and preparing
the ground for future regulation. They encourage companies and research institutions to
internalize human rights principles while leaving space for innovation and experimen-
tation. Over time, these soft frameworks may crystallize into standards that influence
binding lawmaking.

Even where human rights are not expressly stated as a consideration, Asian coun-
tries have been impressing the need to regulate AI in order to protect human interests.
For example, Singapore has developed sector-specific guidelines such as the Artificial
Intelligence in Healthcare Guidelines, which provide detailed guidance for the design,
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development, and deployment of AI medical devices, based on the principles of fair-
ness, responsibility, transparency, explainability and patient centricity. Another exam-
ple is China, where the Robotics + Application Action Implementation Plan not just
promotes AI integration in healthcare, elderly care, and education, but has asserted that
it will also look into best practices and risk management so as to “develop a culture of
responsible AI development” [121, 71].

In summary, while Asian countries are converging on the need to embed human
rights into AI governance, their approaches remain heterogeneous and often less en-
forceable than European frameworks. South Korea’s AI Basic Act represents a compre-
hensive and rights-oriented framework, yet its centralised governance model and rela-
tively weak penalties may undermine effective compliance. Japan’s AI Promotion Act
embeds strong principles of inclusivity and fairness but relies on voluntary compliance
and lacks a risk-classification system, creating accountability gaps in high-stakes areas
such as surveillance. China’s scenario-specific regulations mandate corporate duties to
respect human rights but risk fragmentation across agencies and encourage symbolic
disclosure rather than substantive transparency.

At the regional level, a human rights-based approach to AI regulation is gaining
momentum. However, these regulations are mainly soft law in nature, where enforce-
ability, and liability for unethical actions, is impaired. For example, while the ASEAN
Guide on AI Governance and Ethics is a step in the right direction, it remains a guide
where adherence is voluntary. Another example is the Asian Forum on Human Rights
that took place in China, where participants unanimously agreed that technology must
be fundamentally oriented towards the protection of human rights [93, 111]. Once
again, while the intention is encouraging, more needs to be done with regards to moni-
toring and accountability.

Taken together, Asia’s frameworks prioritise flexibility, innovation, and state-led
development, in contrast to Europe’s binding and rights-based approach. Whereas Eu-
ropean instruments treat algorithmic bias and discrimination as direct human rights vi-
olations, Asian systems more often frame them as technical or governance challenges
to be managed. This divergence underscores the importance of Asia–Europe dialogue:
Europe can contribute enforceable rights safeguards, while Asia offers models of reg-
ulatory adaptability and innovation.

2.3 Human Rights and AI at the regional level: Europe
As artificial intelligence has become increasingly embedded within the social fabric,
the European Union has concentrated its efforts on developing governance and regula-
tory frameworks for these technologies. Such an initiative stems from the intention to
find a balance between fostering technological research and development at the Union
level and upholding principles and values central to European legislation, such as re-
spect for fundamental human rights, consumer protection, fair competition, and the rule
of law. These efforts have given rise to a set of harmonized European strategies aimed
at reconciling the interests of the technology industry and related companies with the
safeguarding of end users.

Among these strategies, the following sections will examine in greater depth: the
General Data Protection Regulation (Section 2.3.1), the Framework Convention on Ar-
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tificial Intelligence and Human Rights, Democracy and the Rule of Law (Section 2.3.2),
the Human Rights, Democracy, and Rule of Law Impact Assessment Methodology
(Section 2.3.3), and the Artificial Intelligence Act (Section 2.3.4).

2.3.1 General Data Protection Regulation

Among the issues that have emerged as particularly pressing within the European land-
scape — initially with the advent of the internet and subsequently with the progressive
development and consolidation of artificial intelligence technologies — the protection
of privacy and personal data occupies a position of primary importance. Within the
European legal order, these principles are recognised as essential components of the
corollary right to personal identity and individual autonomy. However, once the imper-
ative of safeguarding which pertains most intimately to each subject of law — includ-
ing, among others, data relating to their person, health, habits, and lifestyle — shifted
to the digital domain, the legal framework was confronted with a conceptualization of
such notions, as well as with related management and protection strategies, that proved
to be arguably incomplete and potentially ineffective [144, 1].

Originally, the right to data protection was considered an aspect of the right to
privacy. Consequently, the safeguarding of data pertaining to the personal sphere of
each data subject per se emerged as a subsequent concern, albeit its subsequent rapid
dissemination [52]. The first Data Protection Act was passed in 1970 by the German
government, and it was followed by similar legislation in Sweden (1973), Australia
(1978), Norway (1978), France (1998), and the United Kingdom (1998). It was not until
the advent of the Charter of Fundamental Rights of the European Union (2009) that the
right to the protection of personal data was officially recognized as a fundamental right,
at least within the European context [164].

This approach was then consolidated by the General Data Protection Regulation
(GDPR), which came into force in 2018, becoming an enforceable and binding legisla-
tive instrument for member states [141, 169]. The framework of this act is based on the
principles expressed in the EU Data Protection Directive of 1995, and then establishes
new rights in the field of privacy and data protection, such as data portability and the
right to be forgotten. This legislation reaffirms Europe’s unique approach in establish-
ing data protection as a fundamental right. Nevertheless, according to some scholars,
this approach is incongruent with numerous business practices in the digital age [27].
The core of this issue lies in the fundamental nature of human rights, which are inher-
ently non-tradeable. Consequently, the pricing of data, whether for exchange, sale, or
transfer, should be prohibited. However, it is evident that this practice is prevalent and
frequently justified by the institute of informed consent — which is becoming increas-
ingly problematic in the context of AI and digital exchange of information. In fact,
the GDPR requires that the data subject must give their free, specific, and unambigu-
ous consent for their data to be processed legally — as for Article 4 of the document.
Nonetheless, it is important to note that such agreement can be withdrawn at any time,
as fundamental rights are inalienable. This observation underscores what some scholars
have characterized as an ambiguity in the approach adopted by the European legislator.
On the one hand, Europe attempts to circumvent the commodification of personal data,
a position that is consistent with the notion that human rights should not be regarded
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as a commodity to be traded in order to fuel market growth or advance technological
development [28]. On the other hand, it is clear that the European Union has expressed
a clear intention to develop a data-driven economy internally, thus making GDPR com-
pliance complex for both businesses and European institutions themselves [105, 4].

Even if the GDPR is often discussed in compliance and technical terms, at its core it
was designed as a human rights protection instruments, as expressed in Recital 1 of the
act. Among the rights that are primarily highlighted there are: the right to information
— protected by Articles 13 and 14, which aim to enhance transparency on how data is
collected, the legal basis for collection, and how long and for what purpose it is retained
— the right to access and the one to restricted processing — protected under Articles
15 and 18 respectively, which govern an individual’s right to know whether and how
their data has been processed and to manage safeguards in the event that the legitimacy
of its use is disputed.

Due to its focus on rights protection, the GDPR was also the first piece of legislation
to focus on the concept of ‘risk to the rights and freedoms of natural persons’ — as for
Articles 24, 25, 32, 35 — thus paving the way for a long series of regulatory and
governance documents based on a risk-based approach [54]. In particular, in Recital 75
and Articles 24 and 25, such a risk is considered as the combination of probability and
severity of physical, material, or non-material damages resulting from data processing.

In the document, this approach is reflected in the outline of a Data Protection Im-
pact Assessment (DPIA), as for Article 34. It has been conceived as a European version
of the Privacy Impact Assessment (PIA) which had been developed by the OECD and
practically applied in legal frameworks in Canada and Australia. The purpose of the
DPIA in the GDPR is to ascertain the existence of risks to the rights data holders
(Recital 1(2) and Recital 75). This wording provides a broad spectrum of flexibility,
extending beyond privacy protection to also cover the rights to dignity, freedom of ex-
pression, non-discrimination, and access to services. Specifically, this tool is intended
to verify the proportionality and necessity of data processing operations, to highlight
potential associated risks, and to provide evidence both of compliance with data pro-
tection principles and of negligence, which can then be linked to the attribution of
responsibility for any infringements that have occurred [16]. Following the procedure
specified in Article 37 of the GDPR, the European legislator aimed to structure an as-
sessment that, based on a risk-based logic, could serve both as a foundation for legal
accountability and as a means to prevent or mitigate foreseeable risks. Indeed, upon
identifying potential risks in the use of a particular AI technology, the indication of
countermeasures to be applied in order to limit them is required. However, if risks per-
sist, Article 36 mandates that controllers consult the supervisory authority and inform
them of the issue. This mechanism establishes an ex ante dialogue that strengthens
regulatory guidance and is intended to facilitate regulatory compliance.

In light of the above, it is important to emphasize that the DPIA required by data
protection regulation is controller-driven. This entails that it is conducted by the con-
trollers themselves, without the mandatory review by external supervisory bodies —
unless residual risks remain, which must be significant enough to necessitate report-
ing. Moreover, risk assessment often follows a “tick-box” exercise logic, limited to
yes-or-no answers, without deep analysis or a need for detailed problematization of the
results obtained [99]. Additionally, despite the fact that risk assessment variables for
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AI systems have been somewhat inaugurated by this legislation, the document does not
clearly define thresholds for categorizing risks as high, medium, or limited [32]. This
evaluation is left to the interpretation of internal company personnel conducting the
assessment, which leaves room for legal ambiguity regarding the outcomes obtained.
Furthermore, many DPIAs are not publicly disclosed, and competent authorities are
not obliged to review them unless damage occurs or irregularities are reported [32, 99].
These factors undoubtedly raise questions about the concrete effectiveness of the safe-
guards provided by the GDPR in protecting fundamental human rights — foremost
among them the right to privacy — despite the regulation’s significant theoretical and
conceptual influence.

2.3.2 Framework Convention on Artificial Intelligence and Human Rights, Democ-
racy and the Rule of Law

On September 5th 2024, the Council of Europe adopted the Framework Convention
on Artificial Intelligence and Human Rights, Democracy and the Rule of Law, which
establishes a monitoring mechanism to ensure the protection of fundamental human
rights throughout the entire lifecycle of AI systems. This document constitutes the
world’s first binding international treaty specifically dedicated to addressing the human
rights implications of the development and deployment of AI technologies [143].

By virtue of its legal status, the Framework Convention obliges signatory states
to incorporate its principles and provisions into national legislation and administrative
procedures, thereby embedding human rights safeguards within domestic AI gover-
nance frameworks.

This initiative also reflects a broader and increasingly consolidated trend within
recent European regulatory efforts: the commitment to multi-stakeholder engagement.
In this context, the drafting process included the participation of representatives from
academia and industry, as well as international organizations and civil society actors at
the global level.

At its core, the Framework Convention sets out a series of fundamental principles
that must guide state action in the development and use of AI technologies. Among
these, the protection of human dignity is explicitly emphasised. Often described as a
“constellation right” [176], human dignity is considered by the majority of legal schol-
ars as the foundation upon which the recognition and enforcement of all other funda-
mental rights depend [127]. Closely related is the principle of individual autonomy,
understood as an expression of self-determination and freedom from external influ-
ence or coercion [100]. Furthermore, the act incorporates considerations related to the
environmental sustainability of AI systems, emphasizing the need for risk mitigation
strategies in the deployment of technologies with potentially significant environmental
impact [143]. It also reaffirms the principle of equality and non-discrimination, with
particular attention to the protection of vulnerable groups — which is a recurring con-
cern in European policy frameworks [134]. Great attention is focused on the theme of
algorithmic bias and its potential to undermine individuals’ human rights, especially
in contexts where automated or algorithm-supported decisions significantly affect peo-
ple’s lives. Naturally, ensuring the protection of fundamental rights is inseparable from
the principles of accountability — requiring a clear allocation of responsibilities for
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harms resulting from rights violations — and human oversight, which the Framework
Convention identifies as a critical safeguard in the design and deployment of AI sys-
tems.

Based on the provisions of the treaty, signatory states are required to collect relevant
information regarding the use and characteristics of AI systems deployed within their
national territory and to make this information accessible to the populations potentially
affected by them. Such information must be presented in a manner that is both under-
standable and usable by the public, enabling individuals to make informed decisions
about whether to rely on AI systems and to assess the trustworthiness of AI-supported
outcomes.

The Conference of the Parties, established by the Framework Convention itself
and composed of representatives from the signatory states, is the body tasked with su-
pervising and monitoring the implementation of the act’s provisions. Its mandate also
includes facilitating stakeholder consultations to support understanding and address
challenges encountered in the implementation process. National authorities are fur-
ther empowered to introduce red lines—that is, outright bans—on specific AI systems
deemed potentially harmful to the protection of fundamental rights. Such determina-
tions are made through the application of a risk-based approach, designed to assess
the impact of AI systems on human rights, democracy, and the rule of law. Rather
than relying on a fixed classification of AI systems into predefined risk categories, the
treaty promotes a system-specific and iterative assessment throughout the lifecycle of
the AI technology in question. This tailored evaluation is intended to ensure contextual
adaptability in risk management.

Despite the undoubtedly revolutionary scope of this instrument, the treaty is en-
forceable only within the jurisdictions of the states that have ratified it. As such, non-
signatory states are under no legal obligation to comply with its provisions. While this
does not diminish the importance of the issues addressed by the Framework Conven-
tion, it does limit its potential impact. This limitation once again brings to the forefront
the challenge of the “territoriality” of AI regulation and, consequently, the difficulty of
ensuring consistent protection of fundamental human rights in the global development
and deployment of AI.

2.3.3 Human Rights, Democracy, and Rule of Law Impact Assessment Method-
ology

Among the initiatives promoted by the Council of Europe, great expectations are culti-
vated for the adoption in November 2024 of the Human Rights, Democracy, and Rule of
Law Impact Assessment Methodology (HUDERIA), which aims to evaluate the impact
of AI systems on fundamental rights, democratic governance, and the rule of law [85].
This methodology is designed for use by both public and private sectors to support them
in identifying, managing, and mitigating risks associated with the specific AI technol-
ogy under review, throughout its entire lifecycle. Therefore, this framework is intended
to be iterative and not a one-time assessment. The perspective adopted by such a new
form of impact assessment tool is socio-technical, meaning it takes into account the
fact that each AI system is or is intended to be embedded in a social context influenced
by cultural, legal, and economic factors, and is affected by human decisions [92].
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Based on these underlying assumptions, HUDERIA is structured into the following
phases:

• Context-Based Risk Analysis: This phase analyses the specific context in which
the AI system in question was developed and is used, bringing to light potential
risk elements concerning the safeguarding of fundamental rights, democratic val-
ues, and the rule of law.

• Stakeholder Engagement Process: The involvement of all the most relevant
stakeholders is considered essential to evaluate the perspectives of those who
may be directly or indirectly impacted and to ensure effective transparency.

• Risk and Impact Assessment: The possible risks identified are evaluated based
on criteria such as likelihood, severity, and potential impact. This also helps as-
sess whether the AI system under examination is appropriate for its intended
purpose and how it might affect the enjoyment of fundamental rights by users.

• Mitigation Plan: The final stage aims to determine which measures can be im-
plemented and which regulations may apply to limit risks and protect potentially
affected parties. This phase is designed to be iterative and involves monitoring
the AI system throughout its operational lifespan.

Such a methodology is not intended to be a legally binding instrument. Rather it
serves to complement the Council of Europe’s Framework Convention on Artificial In-
telligence and other legal documents that establish a clear framework of norms without
specifying concrete application tools for the rules imposed — such as in the case of the
AI Act 2.3.4. The added value of this initiative lies in setting a precedent and model for
a rights-based, anticipatory regulatory approach to AI that embraces democratic prin-
ciples while going beyond traditional focus on mere formal and technical compliance.
In fact, its principal merit is the attempt to incorporate into the impact assessment pro-
cedure evaluations that consider the relevant social context and the related social and
cultural dynamics that are involved in the deployment of new technologies.

2.3.4 Artificial Intelligence Act

The Artificial Intelligence Act (AI Act) represents the first attempt to establish a uni-
form and systematic regulation of artificial intelligence. It is the result of a long debate
between political parties, which also involved experts in various fields of research re-
lated to the development and impact of new technologies, representatives of users of
these technologies, and industry representatives — including programmers and design-
ers [19]. The objective was to structure a regulatory framework that would not hinder
the development of AI in Europe, but would also guarantee the protection of citizens
from potential harms, with particular regard to those which could affect fundamental
human rights [80]. In this regard, one of the aspirations of the European legislator was
that this act would generate the so-called ‘Brussels Effect’, as had already happened in
the past with the regulation regarding data and privacy protection and management. In
fact, there is a widespread belief that drawing inspiration from legislation made in Eu-
rope on the development and commercialisation of AI could also promote the spread
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of technologies that, by design, incorporate high standards of protection of essential
rights such as dignity, non-discrimination, and respect for the rule of law and demo-
cratic principles.

Thus, the AI Act, signed in its final version in June 2024, took effect in August
2024, but numerous steps are still necessary for it to become operational and effective.

It establishes a classification of AI systems based on the risk of harm to which their
users are exposed. Systems that expose people to an unacceptable risk to their physical
or mental safety and to their fundamental rights are considered prohibited technologies
and addressed in Article 5 and Annex III. These are followed by high-risk systems,
as defined in Article 6 of the Act, which have the potential to inflict significant harms
and are subject to stringent design and operational requirements. Technologies in the
limited risk category are those that could expose users to risks of lack of transparency,
and for which there is an obligation to make the user explicitly aware that they are
interacting with an artificial agent or that the outcome produced is the result of AI.
Similar attention to the need to disclose when interacting with an AI rather than a hu-
man operator or when exposed to AI generated content is also strengthened for general
purpose AI (GPAI), addressed separately in Title VIII. In this last case, it is important
to make it clear to the user also the ability of the system to autonomously generate its
outcomes, and the datasets and training methods used, including their limitations. All
other systems are classified as minimal risk and are essentially unregulated.

The risks that AI Act considers are those affecting the fundamental rights of indi-
viduals, with particular emphasis placed on human dignity, privacy, non-discrimination,
and equality. Therefore, even though the rules regulating the requirements for specific
classes of AI technologies and the necessary risk mitigation measures bear similarities
to those found in safety regulations, the Act is conceived by the European legislator as
a human rights protection instrument.

In line with this goal, Article 27 mandates that a Fundamental Rights Impact As-
sessment (FRIA) be conducted prior to the deployment of a high-risk AI system [129].
This obligation applies to public bodies and private entities offering public services, as
well as deployers under Annex III point 5(b) and (c) — e.g. companies using AI for
credit scoring, or for risk analysis purposes in life or health insurance. This assessment
must be based on a description of the modalities in which the system is expected to be
used — including timing and frequency — a disclosure of the categories of individu-
als who may be affected by use of the technologies under analysis, and the harms that
might potentially occur. Furthermore, a mandatory description of the strategy to be im-
plemented if the anticipated risks materialize must be included, together with the exact
type of human oversight intended for deployment. All the above information must be
collected before first use of the AI system. Subsequent deployers may rely on previ-
ously completed assessments unless they deem it appropriate to update the details due
to obsolescence or initial lack of accuracy. Once this assessment has been completed,
market surveillance authorities have the power to permit the placing on the market of
systems that have successfully passed the FRIA.

Nevertheless, Article 46(1) introduces a significant exception to the procedure out-
lined above, potentially undermining the protective scope of Article 27 regarding hu-
man rights. In fact, Article 46 allows the use of high-risk AI without the need to demon-
strate no or marginal impact on fundamental rights for reasons such as public security
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or environmental protection. Although the provision refers to “justified reason” — sug-
gesting that the exceptional circumstances which lead to the application of this norm
cannot be entirely arbitrary — it is true that this expression is in itself a source of
ambiguity in legal terms. Indeed, it raises doubts about the actual impact of the FRIA
obligation in the AI Act [167]. Also the European Data Protection Supervisor has ex-
pressed apprehensions regarding the exemptions that could endanger the safeguards for
high-risk AI systems. The primary source of concern for this European body is the po-
tential inconsistent application of protections designed to guarantee fundamental rights
of individuals, leading to legal uncertainty in one of the core regulatory fields [156].

2.3.5 Open Challenges in the European AI Strategies

The previous sections present some of the most significant examples of strategies and
interventions implemented by European institutions to address the risk of human rights
infringements perpetrated by or caused through AI systems. As can be observed from
the overview, the approach favoured by Europe is the risk-based approach. This choice
is likely guided by the fact that one of the main objectives pursued by member states
in regulating new technologies has been not only to ensure the protection of end users,
but also to foster technological development in this region of the world.

To achieve this, a framework based on the logic of product safety regulation is
conducive to greater legal certainty for providers. Indeed, providers already have prior
experience with compliance and consequences under safety laws, and therefore may
be more inclined to conform to procedures and rules similar to those with which they
are already familiar [67]. However, product safety norms are primarily designed to
address health and safety risks [133]. Consequently, while they contribute to creating
safer products, they only partially cover the range of risks potentially imposed on fun-
damental rights by AI technologies, especially high-risk ones.

The main challenge is that the concept of risk and that of human rights — particu-
larly fundamental rights — belong to legal, evaluative, and thematic categories that are
fundamentally misaligned. On the one side, a fundamental right is often regarded as an
inalienable attribute of every human being, by virtue of our shared humanity [65, 64].
It is a right to which not even the holder can lawfully renounce. On the other side, risk
is situated within the domain of verifiability, quantification, and systematic analytical
processes. Risk must be measured so it can be anticipated, mitigated or eliminated al-
together. In many cases, risk may be considered tolerable, when weighed against other
contextual factors, whereby trade-off among likelihood, severity, and potential benefits
are made. In other words, one can establish a threshold beyond which risk is deemed
intolerable, and below which it may be considered acceptable for pragmatic reasons.

Such thresholds, however, cannot be applied to fundamental rights. Legal theory
and judicial practice recognize no threshold within which the impairment of a human
right may be considered tolerable and beyond which sanctions are triggered. To do
so would undermine the very notions of essentiality and inviolability that define these
rights.

What is possible — and indeed common — is the balancing of multiple rights,
guided by rigorous precedents and norms, undertaken on a case-by-case basis, often
by apex courts such as the European Court of Human Rights or the International Court

28



of Justice. Such balancing exercises lie beyond the actuarial logic of risk, a logic more
commonly associated with business strategy, civil liability frameworks, and corporate
policy, and not with the protection of core human values [6].

Scholars seeking to reconcile what appears an irreducible conceptual and applica-
tive gap have frequently resorted to the use of proxies – indirect measures or surro-
gate categories of risk — intending to avoid clear-cut quantitative frameworks [95].
Nonetheless, such strategies rely on assessments conducted by individuals who, even
if competent, may lack complete impartiality or may not guarantee consistency in judg-
ment and implementation of countermeasures. Mechanisms aimed at limiting the arbi-
trariness of possible interpretations of certain norms are sometimes embedded within
the regulations themselves, as in the AI Act — specifically, Article 42 [129]. Never-
theless, even there, reliance is placed on external actors, such as in the case of external
certifications and the prominent reference to harmonised standards. These latter instru-
ments, in particular, present non-negligible challenges.

By definition, harmonised standards are technical tools drafted predominantly by
large corporations and through processes that are largely removed from the democratic
procedures normally employed in the creation of new regulations or laws. Further-
more, notified bodies are often composed mainly of technical experts who typically
lack experience with the complex mechanisms involved in recognising and protect-
ing fundamental human rights. Indeed, establishing an effective defence of these rights
requires the ability to interpret concepts such as ‘interference with human rights’ or
‘risk to fundamental rights’, which are highly complex and multifaceted notions that
often challenge even jurists specialized in international law. In fact, human rights are
inherently matters of policy and legal balancing, difficult to quantify and systematise
comparably to more tangible risks commonly assessed by standards [166] — such as
those arising from the use of specific chemical agents or adherence to particular corpo-
rate procedures rather than others.

In light of these considerations, a rights-based logic and a more holistic approach
to the impact that AI systems may have on individuals and society as a whole could
prove most effective, at least in regulatory and governance frameworks that prioritise
the protection of fundamental rights. From this perspective, the initiatives and out-
look adopted by the Council of Europe appear to outline a more effective strategy for
safeguarding human rights in the digital era. The Council notably includes an evalu-
ation of the context in which AI technologies are used, paving the way for a better
assessment of collective and systemic repercussions of technological development —
rather than merely individual ones. Moreover, the range of rights covered by this ap-
proach is broader and more flexibly expandable. The impact assessment methodology
proposed by the HUDERIA ( 2.3.3) is also designed as an iterative process, ensuring
coverage throughout the entire lifecycle of AI systems while adapting to any acquired
capabilities, ongoing learning processes, or technological upgrades. In doing so, it may
adequately address the persistent challenge posed by the mismatch between the rapid
pace of technical development and the rhythms of legal adaptation.
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2.3.6 Future Perspectives

The European Union is resolutely committed to becoming a global leader in the re-
sponsible development of artificial intelligence. To this end, on April 9, 2025, the so-
called AI Continent Action Plan was launched, aiming to transform Europe into an
“AI Continent” grounded in the principles of transparency, trust, and respect for demo-
cratic values [25]. A human-centric approach stands as the cornerstone of this agenda,
underpinning a suite of measures intended to improve data access and promote the re-
sponsible advancement and deployment of AI systems and AI-driven solutions across
key sectors such as industry, sustainability, education, and healthcare.

To realise these ambitions, the AI Continent Action Plan sets out a comprehensive
roadmap to ensure the safe and fundamental rights-respecting deployment and mar-
ket diffusion of AI technologies. Central to this effort is the progressively closer and
interdisciplinary cooperation between the economic sector, technical experts, and pol-
icy makers, fostering a successful intertwining of technological excellence with ethical
leadership [113].

Naturally, achieving these objectives necessitates maintaining a global outlook —
one that accounts for the technologies being developed, the emergent technological
needs, and the evolving legislative frameworks in other regions of the world. The ef-
fort to establish an efficient and human rights-compliant AI continent cannot succeed
without open collaboration and dialogue among leading economic actors in the global
market, nor without the planning of a governance and regulatory framework that is as
harmonized as possible. This is particularly critical given that AI, in light of its techni-
cal and operational characteristics, tends to transcend both physical and legal national
boundaries. Thus, an overly fragmented AI policy approach would merely incentivise
the development of technology in under-regulated or more business-friendly jurisdic-
tions, leaving fundamental human rights at risk.

3 Thematic focus

Among the fundamental rights implicated by the development, deployment, and
dissemination of intelligent systems, certain rights have garnered particular attention
from international policymakers. Chief among these is the right to privacy, whose pro-
tection has become increasingly complex in light of the pervasive and extensive use
of data intrinsically linked to identifiable individuals throughout the technological life-
cycle. Consequently, another category of rights that has attracted considerable focus
within global governance concerns equality and non-discrimination. In fact, progres-
sive automation of AI systems and their expanding role in various decision-making
processes expose them to risks of unfair treatment, bias, and the perpetuation of so-
cial inequalities embedded in the underlying data. Faced with these two examples of
fundamental rights potentially endanger by AI, a crucial challenge that different states
around the world are called upon to address is that of guaranteeing access to the judi-
cial system and remedies for those adversely affected. As discussed in section 2.3.5, a
right is inalienable not only when universally recognized as a fundamental entitlement,
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but also when the legal framework enables rights holders to enforce it at any time and
against any infringers. Thus, safeguarding the remedial system is essential to upholding
the rule of law and securing substantive, rather than merely formal, equality before the
law.

Therefore, the following sections aim to explore these three central themes regard-
ing the approach that ASEM countries adopt to the protection of human rights in AI: (i)
the right to privacy and data protection, (ii) the right to equality and non-discrimination,
and (iii) the access to justice.

3.1 Privacy and Data Protection
The right to privacy is protected by Article 12 of the Universal Declaration of Human
Rights. In particular, it stipulates that “no one shall be subject to arbitrary interference
with his privacy, family, home, or correspondence, nor to attacks upon their honour and
reputation” [11]. The International Covenant on Civil and Political Rights (ICCPR)
provides protection against arbitrary or unlawful interference and attacks on privacy
in Article 17. Confirming the fact that this right is highly personal and fundamental,
dependent not on additional factors but solely on belonging to the humankind, the
Convention on the Rights of the Child also recognises it in Article 16 for minors, even
if they do not yet have full legal capacity.

The advent of the internet, artificial intelligence, and related technologies has quickly
highlighted the practical difficulty of guaranteeing such a right on a large scale. This is
linked to the role that data plays in such a landscape of innovation and development,
especially when it comes to data that pertains to the private and personal sphere of the
individuals who hold it.

In such an already complex and dynamic scenario, a further difficulty in protecting
the rights analysed here also stems from the fact that privacy and data protection are not
conceptualised in the same way and do not have the same relevance everywhere in the
world. Examples of this divergence are evident in the ASEM countries too, resulting
in different levels of attention and urgency in their regulation and governance. Europe,
in fact, considers privacy — and, since the adoption of the GDPR, data protection as
well (Section 2.3.1) — to be fundamental rights, protected by a unified and enforceable
legal regime. As a corollary to the protection thus guaranteed to these rights, there is a
particular emphasis on the theme of individual autonomy, individual control over what
belongs to the subject, and consent as an essential institution for allowing others access
to this sphere of identity and subjectivity. At an even broader level, this vision can be
traced back to property as a central right in European legal systems — but we could
also say Western legal systems — since Roman law [86, 61]. Asian countries, on the
other hand, show a more heterogeneous approach, which includes both the adoption of
forms of strict law for the protection of privacy in some states, and greater attention
to the delicate balance between privacy, state control, and collective economic growth
in other states [60]. In fact, in Asia, the concept of privacy is often intertwined with
economic development priorities, collective social values, and government roles that
push for a more peculiar balance between state interests and individual rights than
what has historically been observed in Europe.
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Given such a multifaceted approach to data protection, it is nevertheless worth not-
ing that the challenges facing policymakers are similar on an international scale, due to
the comparable technical requirements of the intelligent systems for which these data
are essential.

3.1.1 Sources of Privacy Harms in AI Systems

The data collected, analysed, and stored to enable the functioning of AI systems often
concern highly personal aspects of individuals’ lives, such as health, habits, location,
political or religious beliefs, or sexual orientation. Because AI technologies depend so
heavily on this type of information, they create significant risks for the protection of
privacy and personal data in the digital age.

These risks can be better understood by distinguishing between two categories of
privacy harms: those linked to how data are collected and managed, and those linked
to how data are subsequently used by AI systems. The first category includes vulner-
abilities in gathering, storing, and re-using personal information, often without clear
consent or adequate safeguards. The second arises when AI systems process or infer
new information from data, for instance by profiling, biometric analysis, or large-scale
surveillance.

Taken together, these challenges illustrate the continuing difficulty of reconciling
the functioning of AI with the protection of privacy. Despite ongoing regulatory ini-
tiatives, high risks to fundamental rights remain and require sustained technical, legal,
and institutional responses.
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Sources of Privacy Harms in AI Systems

Privacy harms from AI generally arise from two categories:
(1) Data collection and management

• Excessive data gathering: collection beyond what is necessary [94].

• Ambiguous consent: unclear or overly complex authorisation mecha-
nisms [50].

• Weak anonymisation: anonymised data can be re-identified [53].

• Data re-use: information repurposed without consent [83, 125].

• Regulatory mismatches: conflicting legal regimes in cross-border con-
texts [82, 15].

(2) Data use by AI systems

• Opaque governance: unclear how data drive algorithmic outcomes [31,
112].

• Profiling: detailed user profiles built for decision-making [147, 96].

• Algorithmic training: models trained on personal data without con-
sent [168].

• Mass surveillance: large-scale monitoring of individuals [98].

• Biometric analysis: use of facial or bodily data with chilling effects [39,
75, 155, 97, 102].

3.1.2 Illustrative Examples

The ASEM region has seen multiple cases where the use and processing of personal
data by AI systems has caused harm. Risks from AI-enabled data collection, profiling,
and inference often stem from scale, opacity, and function creep. A central concern
is the growing gap between what data subjects expect and how their information is
used, coupled with the difficulty of contesting inferences drawn from data they never
explicitly provided. See Appendix C.1 for the full set of illustrative cases and citations.
Despite sustained attention to privacy in global governance, effective data protection in
the digital age remains unresolved.

Cases from ASEM countries also reveal uneven visibility: more have been docu-
mented in Europe than in Asia, reflecting differences in transparency and enforcement.
While this indicates growing attention by regulators, it also underscores the limits of
existing frameworks in preventing and addressing violations of fundamental rights.
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3.1.3 Legal and Policy responses

As already highlighted in the previous sections, the issue of privacy has been one of the
most pressing concerns for researchers and policymakers with the advent and progres-
sive spread of intelligent systems. Such a focus is naturally due to the awareness that
AI requires data in order to be developed, trained and, ultimately, to function. This has
brought to light what could in some ways be considered an irreducible aporia between
(i) the need to protect information that draws on the private and highly personal sphere
of legal subjects and (ii) the need to make as many data as possible available to AI, in
order to enable its effective integration into civil society [1].

Therefore, ASEM countries have developed multiple regulatory attempts that aim
to balance support for technological development with the goal of protecting funda-
mental human rights. Among these attempts, the GDPR — which was discussed in
detail in section 2.3.1 — certainly stands out. Through it, Europe has attempted to
outline a replicable framework model that guarantees rights such as data portability,
access, and erasure. In parallel, the Convention for the Protection of Individuals with
Regard to Automatic Processing of Personal Data — also known as European Conven-
tion 108 — in its revised 2018 version, constitutes the only multilateral agreement on
personal data protection with binding legal force at the global level [24]. It has played a
primary role in reinforcing obligations related to algorithmic accountability and breach
notification. Naturally, the AI Act also aims to safeguard privacy as one of the funda-
mental human rights that regulation seeks to protect. While the Act leaves intact the
provisions of legislation directly governing the fair processing of personal data, it re-
peatedly imposes stringent requirements concerning transparency and the significance
of human oversight, particularly when high-risk systems are involved [129].

With respect to the Asian region, in 2024 the Association of Southeast Asian Na-
tions adopted a Guide on AI Governance and Ethics, highlighting the importance of
transparency, fairness, and sector-specific standards designed to protect the processing
of data by AI systems and for AI training purposes [136]. More specifically, China
has recently developed guidelines for managing AI user privacy [5], supplementing its
Personal Information Protection Law, which requires explicit consent for data process-
ing and mandates data localization [18]. The centrality of consent in data processing
also emerges in Indian legislation, which, through the Digital Personal Data Protection
Act, strengthens accountability measures for personal data within the context of AI. In
India, the Supreme Court’s landmark case K.S. Puttaswamy v. Union of India further
entrenched privacy as a fundamental right, setting constitutional limits on data use and
informing safeguards such as data minimization, purpose limitation, and consent in AI
applications [137].

In other Asian countries, the approach to privacy protection remains largely focused
on soft law. South Korea’s AI Basic Act and AI Framework Act introduce binding obli-
gations for “high-impact” AI systems in sensitive sectors, requiring human-in-the-loop
oversight, explainability, and protection of user rights, including privacy [115]. Indone-
sia’s Kominfo Circular No. 9 of 2023 similarly identifies personal data protection as
a guiding principle for AI use, though its voluntary nature limits enforceability [9].
Japan has issued a series of non-binding AI guidelines centred on the human-centric
development of new technologies, emphasizing the fair and lawful processing of users’
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personal data. Vietnam’s Decision No. 1290/QD-BKHCN (2024) requires developers
to ensure AI systems respect privacy and dignity by preventing discrimination and un-
fairness in data use [109]. Singapore has taken a different approach with AI Verify, a
testing and governance toolkit to validate compliance with principles including trans-
parency, fairness, accountability, and data governance [91]. Together, these examples
illustrate how Asian states are experimenting with a mix of constitutional rulings, statu-
tory provisions, and soft-law instruments to address privacy concerns in AI, though
uneven enforcement remains a significant challenge.

3.1.4 Comparative Analysis

The preceding overview illustrates how approaches to privacy and data protection in
AI diverge significantly across regions. In Europe, privacy and data protection are en-
trenched as enforceable fundamental rights within a comprehensive and unified regu-
latory framework. In contrast, Asian states present a more heterogeneous picture, rang-
ing from constitutional recognition and binding statutory instruments to non-binding
guidelines, voluntary initiatives, and sector-specific toolkits. This diversity reflects deeper
differences in legal traditions, governance priorities, and the balance struck between in-
dividual rights, state interests, and economic development. A comparative perspective
therefore highlights not only the different regulatory logics shaping AI governance in
ASEM countries, but also the common technical and institutional challenges that per-
sist across contexts.
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Table 2: Comparative Analysis of Privacy and Data Protection in AI
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In sum, while Europe advances through a harmonised and enforceable framework
that emphasises individual autonomy and consent, Asia demonstrates a spectrum of
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responses that combine binding legal measures with soft-law and experimental ap-
proaches. Asian approaches often reflect a hybrid model, balancing state and economic
interests with privacy protections, contrasting with the EU’s rights-based GDPR model.
This heterogeneity shows how privacy in AI is framed not only as an individual right
but also in relation to collective values, state authority, and developmental priorities.
Despite these divergences, both regions face parallel challenges in addressing data-
driven risks of AI, including the protection of sensitive information, the enforcement
of consent, and the prevention of misuse. The comparative perspective underscores that
no single model yet offers a complete solution, and that cross-regional dialogue within
ASEM remains essential to developing effective and rights-respecting governance of
AI.

3.1.5 General Recommendations

Despite the considerable attention that researchers and technical experts have devoted
for years to developing AI systems that respect the fundamental human right to privacy
and comply with the imperative to protect users’ data, numerous challenges persist.
In this regard, some recommendations are outlined below for ASEM countries, aimed
at overcoming the risk of mere formal compliance and moving toward the substantive
guarantee of these rights:

• Strengthen enforcement and oversight bodies: It could be relevant to reinforce
the capacity for audits and breach reporting, taking inspirations from the GDPR
authorities.

• Privacy Preserving Technologies: Directing the attention of technical experts
and policymakers toward fostering the development and dissemination of tech-
nologies that incorporate mechanisms for protecting and securing users’ personal
data is paramount. This approach should supplant the prevailing remedial logic
that continues to dominate attempts at global data governance. Achieving this ob-
jective first requires the widespread promotion of privacy-by-design principles in
AI systems.

• International cooperation: Favouring international collaboration is of central
importance—not only for the creation of multilateral platforms for sharing best
practices and facilitating regulatory alignment, but also for the ongoing dia-
logue concerning regulatory approaches to be adopted. Such cooperation aims
to achieve more harmonized legislation concerning privacy protection in the dig-
ital era. This is particularly relevant given the coexistence of strict consent-based
regimes (e.g., India, China) and more flexible or voluntary models (e.g., Indone-
sia, Japan), which create mismatches in cross-border data flows.

• Cross-border enforcement mechanisms: Strengthening international coopera-
tion is essential not only at the governmental level but also in the development of
effective and tangible enforcement tools capable of transcending national bound-
aries. Since AI services routinely cross jurisdictional borders, reliance on en-
forcement mechanisms valid only in specific circumstances may encourage fo-
rum shopping and undermine certainty regarding the consequences of privacy
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infringements or data breaches. Similarly, access to affordable legal remedies is
crucial for upholding privacy rights in the global deployment of AI. ASEM dia-
logue should seek to build bridges between binding and non-binding approaches,
exploring how voluntary frameworks and toolkits can complement legal instru-
ments and improve enforcement.

• Continuous reassessment: Given the rapid technological advancements in AI,
it is imperative to maintain a reiterate assessment of privacy governance frame-
works to ensure they remain dynamic and adapted to ongoing innovation.

Approaches within Asia remain heterogeneous, ranging from binding statutory in-
struments in India, South Korea, and Vietnam, to soft-law initiatives such as ASEAN’s
Guide on AI Governance and Ethics, Japan’s non-binding guidelines, and Singapore’s
AI Verify toolkit. By contrast, European approaches are largely unified under binding
and enforceable instruments such as the GDPR, the revised Convention 108, and the
AI Act, which together establish a comprehensive framework centred on individual au-
tonomy, consent, and accountability. This divergence underscores the value of ASEM
dialogue in bridging approaches and promoting mutual learning across regions.

3.2 Equality and Non-Discrimination
Equality and non-discrimination are core principles of international human rights law,
enshrined in Article 2 of the Universal Declaration of Human Rights (UDHR), Arti-
cle 26 of the International Covenant on Civil and Political Rights (ICCPR), and Arti-
cle 21 of the Charter of Fundamental Rights of the European Union (EU Charter). Un-
like technical definitions of “fairness” in computer science, international human rights
law treats discrimination as an absolute prohibition: there can be no “tolerable” thresh-
old of discriminatory treatment [150, 177].

In the context of AI, the risk that algorithmic systems may reinforce or even ex-
acerbate existing inequalities has become one of the most urgent concerns for poli-
cymakers, legal agencies, and civil society alike. There are many sources for bias in
AI systems (see section 3.2.1), but data is often seen as the primary medium through
which AI systems are trained and thus the fundamental basis for algorithmic predic-
tions or decisions. This signifies that the quality of data exerts a direct influence on the
functionality of these systems, independently of other sources of bias. A salient issue
is the recognition that data is inherently subject to biases that are intrinsic to it and to
those that are context-specific to its generation or utilization [30, 140]. Importantly, in-
tersectional bias, where gender, race, disability, class and other identities compound to
produce unique harms, remains a pressing but under-detected problem. These forms of
bias directly undermine the right to equality and the essence of human dignity [55, 34].
Consequently, contemporary AI technology may amplify these biases, thereby jeopar-
dizing the fundamental right to equality and non-discrimination.

As we will see in section 3.2.2, across the ASEM region, real-world cases illustrate
the breadth of these risks. In Europe, welfare fraud detection tools (SyRI, Netherlands)
and grading algorithms (UK Ofqual) have been struck down for systemic discrimina-
tion and opacity. In France and Germany, predictive policing and employment profiling
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have revealed indirect discrimination and lack of transparency. In Asia, large-scale in-
frastructures such as Aadhaar in India, credit scoring in China and the Philippines,
and AI-driven recruitment in South Korea and Indonesia show how exclusionary out-
comes disproportionately affect vulnerable groups, often reframed as technical failures
rather than rights violations. But concerns about algorithmic bias are not unique to the
Asia–Europe context. Well-documented global cases such as the COMPAS recidivism
tool in the United States, which disproportionately misclassified Black defendants as
high risk, and Amazon’s experimental recruitment algorithm, which systematically dis-
advantaged female applicants, have become reference points in the international debate.
While these cases lie outside the ASEM region, they illustrate the broader mechanisms
through which AI systems can replicate and intensify existing inequalities. The fol-
lowing discussion turns to examples from ASEM partner countries, where similar risks
have manifested in welfare, policing, education, and employment contexts.

The following subsections examine in greater detail the sources of bias in AI (3.2.1),
real-world examples across the ASEM region (3.2.2), legal and policy responses (3.2.3),
and comparative insights from Europe and Asia (3.2.4). Building on this analysis, sec-
tion 3.2.5 identifies general recommendations for ensuring that AI governance fully
upholds the non-derogable right to equality and non-discrimination. This chapter ends
with a list of questions to be discussed in the Working Group session (3.2).

3.2.1 Sources of Bias in AI Systems

AI systems frequently reproduce or intensify existing social inequalities. Bias en-
ters at different stages, including the composition of training datasets, the design of
algorithms, and the contexts in which they are deployed. As a result, groups that are
already marginalised face disproportionate harms in welfare, education, policing, and
employment. The literature highlights five recurring sources of bias: data bias, algo-
rithmic bias, design bias, deployment bias, and intersectional bias.

Sources of Privacy Harms in AI Systems

• Data bias: Training datasets reflect historical inequalities and underrepre-
sentation [17].

• Algorithmic bias: Model architectures and optimization amplify unequal
outcomes [12].

• Design process bias: Lack of diversity in development leads to blind spots
in impacts [150].

• Deployment bias: Context of use (e.g., policing, credit) can create discrim-
ination even with accurate models [42].

• Intersectional bias: Overlapping forms of discrimination across race, gen-
der, or class compound harms [49].
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The persistence of these different forms of bias shows that algorithmic discrimi-
nation is not an isolated error but a systemic risk. Addressing it requires preventive
design, robust monitoring, and effective legal safeguards across sectors.

3.2.2 Illustrative Examples

Across the ASEM region, several high-profile cases have demonstrated how algo-
rithmic decision-making can entrench or magnify structural inequalities. In Europe,
the Netherlands’ child benefits scandal and the SyRI welfare fraud detection system
revealed how opaque profiling in public administration can lead to systemic discrimi-
nation, lack of accountability, and severe social harm [131, 14]. In the United Kingdom,
the Ofqual grading algorithm disproportionately downgraded students from disadvan-
taged schools during the COVID-19 pandemic, sparking public outcry and concerns
about systemic bias and lack of transparency [159]. In France, predictive policing ini-
tiatives such as PAVED raised concerns about opacity and data-driven feedback loops
that reinforce discriminatory policing [114]. In Germany, the Federal Employment
Agency’s “Arbeitsmarktchancen-Index” was criticised for profiling job seekers based
on sensitive variables such as age, health, and migration background, thereby risking
indirect discrimination and unequal access to social rights [74].

In Asia, India’s Aadhaar biometric identification system has been associated with
the exclusion of vulnerable groups such as the rural poor, women, and the elderly from
essential entitlements, illustrating how large-scale digital infrastructures can reinforce
structural inequalities [138]. China’s pilot projects for social credit and credit-scoring
systems have raised concerns of indirect discrimination, particularly where proxies
such as geographic location or social networks are used [89]. In the Philippines, AI-
driven credit scoring models risk excluding low-income groups by relying on Western-
centric datasets that fail to capture local demographic and linguistic realities [104]. In
South Korea, AI-based hiring tools and related systems have faced criticism for opac-
ity, discriminatory outcomes, and biased behaviour in conversational agents such as the
chatbot Lee Luda [47]. Similarly, in Indonesia, AI-driven job-matching platforms have
been found to disadvantage female applicants due to systemic occupational segregation
reflected in training data [132].

Taken together, these cases demonstrate that algorithmic discrimination is not inci-
dental but a systemic risk across welfare, policing, education, employment, and finan-
cial services. The examples highlight how historical data, proxy variables, and feedback
loops produce errors that are unequally distributed and difficult to correct at scale. Al-
gorithmic bias thus directly intersects with regional human rights protections, making
it a pressing governance challenge. For further illustrative cases and detailed sources,
see Appendix C.2.

3.2.3 Legal and Policy Responses

Several international and regional legal and policy initiatives have been developed to
address the risks of inequality and discrimination in AI. These initiatives generally in-
tertwine legal obligations with soft-law approaches at the intergovernmental level, with
the objective of ensuring that AI systems are developed and deployed in a manner that
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respects fundamental rights and maintains legal standards of equality. These initiatives
converge on some crucial points, such as the attempt to prevent algorithmic discrimina-
tion through a mandatory impact assessment on the principle of equality, the promotion
of transparency, the adoption of an inclusive approach that favours multi-stakeholder
engagement, and the attempt to promote the logic of harms prevention rather then fo-
cusing only on compensation or mitigation of damages [68].

At the international level, the UN Office of the High Commissioner for Human
Rights (OHCHR) has stressed that biometric surveillance and predictive policing prac-
tices raise particular risks of racial and ethnic discrimination [163]. These normative
instruments underscore the need for AI governance that directly confronts discrimina-
tion, rather than treating it as a secondary risk. Thus, the OHCHR has advocated for
thematic investigations and calls for action in 2024, with the objective of promoting
non-discrimination throughout the life cycle of AI systems. Specifically, it has endeav-
oured to encourage the participation of civil society and members of minority groups
and those often regarded as marginalized in research concerning the design and devel-
opment of new intelligent technologies [10]. Furthermore, it has highlighted the accom-
plishments and shortcomings of the measures implemented thus far to limit or eradicate
racism, homophobia, and other forms of intolerance perpetrated by and through AI.

On addressing gender and intersectional bias, instruments such as the Convention
on the Elimination of All Forms of Discrimination Against Women (CEDAW) and
regional equality frameworks provide a legal basis for addressing gendered and in-
tersectional harms [162]. Yet most AI governance instruments to date have not op-
erationalised these obligations, leaving intersectional discrimination insufficiently ad-
dressed.

Moreover, the UN´s Global Digital Compact has promoted the establishment of
an Independent International Scientific Panel on A and a Global Dialogue on AI Gov-
ernance which should have the aim of guaranteeing the integration of human rights
insights and concrete actors into policy-making at international level, so as to promote
a more cohesive AI regulation and respect for the right to equality [126].

Following a similar line, the OECD has developed the so-called OECD AI Prin-
ciples, the first official attempt at intergovernmental standards on AI, which bind sig-
natories to develop technologies that respect the rule of law, fundamental rights, and
democratic values [119]. Among these principles, inclusiveness and respect for and
promotion of diversity have been repeatedly emphasised [174]. The European Union
appears among the adherents, alongside 44 other countries, including Asian countries
such as Singapore, Japan, Korea, and Saudi Arabia.

Among other global initiatives it is also relevant to highlight the Ethically Aligned
Design initiative promoted by the Institute of Electrical and Electronics Engineers
(IEEE) [21]. It developed ethical guidelines which should guide the design of new
technology towards a de-biased and non-discriminatory result. Similarly, the Global
Partnership on AI (GPAI) — an international initiative involving over 20 countries, in-
cluding European ones — promoted research and development of inclusive AI systems,
underlining the relevance of favouring non-discrimination in AI governance.

Furthermore, from the point of view of black letter law, many regulations have been
introduced at regional level to protect these rights. Recent regulatory developments in
Europe are aimed at addressing some of these risks. The EU AI Act includes among
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the AI systems which expose to “unacceptable risk” those that enable social scoring or
perpetuate discriminatory practices, considering them as prohibited technologies [129].
High-risk systems require a FRIA before deployment [166]. Similarly, the Council of
Europe’s 2024 Framework Convention on AI and Human Rights obliges signatories to
embed safeguards against algorithmic bias, with explicit attention to the protection of
vulnerable groups. Article 22 of the GDPR, then, aims to prevent algorithmic discrimi-
nation, particularly for decisions that could impact individuals based on characteristics
related to gender, religion, ethnicity, or sexual orientation.

Asian countries are experiencing a dynamic interplay between soft law initiatives
and more binding statues, even though the option of a uniform regulatory system does
not yet appear to be the prevailing approach.

ASEAN has established a set of regional standards that encourage its member
states to adopt or enhance legal and policy frameworks: the Guide on AI Governance
and Ethics. These frameworks, aim to prevent AI-induced discrimination and promote
inclusiveness, particularly in the domains of data governance and algorithmic fair-
ness [136]. Similarly, the South Asian Association for Regional Cooperation (SAARC)
set regulatory guidelines to foster equality and prevent the reinforcement of social,
racial, and gender divisions [63].

Individual states have also established more specific regulatory and governance
plans, which are more preventive than remedial or punitive in nature. Japan, for ex-
ample, has created advisory institutions with the power to intervene in cases where
discriminatory effects or dangers arise from the use of AI systems [79, 38]. Singa-
pore has developed a framework that specifically addresses AI technologies involved
in personnel selection processes, guaranteeing recourse for discrimination related to
the operation of automated systems and providing fair employment practice guidelines
that prohibit all forms of discrimination based on gender, health conditions, age, reli-
gion, or marital status [73, 157]. In addition, China has introduced a series of binding
regulations since 2021 — notably the Internet Information Service Algorithm Rec-
ommendation Management Regulations and the Interim Measures for the Administra-
tion of General AI Services — which require data training and data services systems,
as well as algorithm design, to develop and implement tools to prevent discrimina-
tion [142, 107]. Among these measures, bias audits and ethical impact assessments are
primarily promoted [107].

Further recent initiatives reinforce this trend. South Korea’s AI Basic Act and AI
Framework Act designate “high-impact” systems in sectors such as healthcare and
education, requiring explainability, human oversight, and fairness protections [115].
Vietnam’s Decision No. 1290/QD-BKHCN obliges developers to prevent discrimina-
tion and unfairness in training datasets, embedding equality safeguards into system de-
sign [109]. In India, the Responsible AI for All framework emphasizes inclusivity and
non-discrimination, drawing on constitutional guarantees of equality and fundamental
rights [117]. Taken together, these initiatives show how Asian states are beginning to
integrate equality principles into AI governance through both binding legislation and
soft-law instruments, though enforcement remains uneven across jurisdictions.
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3.2.4 Comparative Analysis

Table 3 provides a comparative analysis of how bias and discrimination in AI sys-
tems manifest differently across Europe and Asia, along the following aspects: sectors
affected, governance framings, institutional responses, and emerging patterns.

While both regions face common technical sources of bias, skewed datasets, feed-
back loops, and underrepresentation in design processes, their governance responses
diverge. In Europe, algorithmic bias is increasingly framed as a direct violation of
the absolute human rights prohibition on discrimination, reinforced by binding legal
instruments such as the EU AI Act and the Council of Europe’s Framework Conven-
tion. Whereas the EU frames bias as a binding human rights violation, Asian systems
frequently treat it as a risk management or modernization issue That is, in Asia bias
often emerges in large-scale state-led infrastructures such as digital identity and credit-
scoring systems, where exclusion is treated primarily as a technical or access issue
rather than a rights violation. This contrast reveals not only a difference in legal framing
but also in institutional pathways for redress: European courts and regulators actively
strike down unlawful systems, while many Asian contexts rely more on judicial review
or sectoral regulation.
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Table 3: Comparative Analysis of Bias and Non-Discrimination in AI
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As Table 3 shows, both Europe and Asia face systemic risks of algorithmic discrim-
ination, but their institutional and normative contexts differ. In Europe, discrimination
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is framed as an absolute prohibition under binding human rights instruments such as
the EU Charter of Fundamental Rights and the European Convention on Human Rights.
This framing rejects any notion of “tolerable” bias and has produced regulatory tools
like the AI Act and the Council of Europe’s Framework Convention, reinforced by
active judicial interventions.

In Asia, bias more often emerges in large-scale state-led infrastructures such as
digital identity or credit-scoring systems. Here, exclusion and unequal access are fre-
quently treated as technical or administrative problems, addressed through sectoral reg-
ulation or judicial review rather than comprehensive anti-discrimination norms. This
fragmented and pragmatic orientation makes systemic inequalities more likely to be
framed as access issues rather than rights violations.

For ASEM partners, these divergent approaches create both risks and opportuni-
ties. Europe provides clear normative anchors but struggles with uneven enforcement.
Asia’s scale and diversity highlight urgent risks of exclusion while also offering lessons
for stress-testing fairness safeguards. The ASEM process is uniquely positioned to
bridge these approaches by harmonising perspectives into actionable safeguards, en-
suring that AI systems promote equality and inclusion rather than reinforce structural
discrimination.

3.2.5 General Recommendations

Despite notable progress in acknowledging and addressing bias in AI, significant
challenges persist. To ensure that AI systems uphold the absolute prohibition of dis-
crimination, ASEM partners should pursue a rights-based strategy that goes beyond
technical fixes. The following priority actions are recommended:

• Institutional safeguards: Embedding equality impact assessments into procure-
ment, funding, and deployment decisions for AI systems.

• Inclusive design: Ensuring meaningful participation of affected groups, includ-
ing women, minorities, and persons with disabilities, throughout the AI lifecycle.

• Oversight and accountability: Strengthening the role of courts, regulators, and
independent oversight bodies in scrutinizing discriminatory AI applications.

• Cross-regional cooperation: Harmonizing standards through Asia-Europe col-
laboration, enabling the sharing of methodologies for non-discrimination audits
and joint capacity-building initiatives.

• Public empowerment: Enhancing AI literacy to enable individuals and commu-
nities to understand, contest, and influence how algorithmic systems affect their
rights.

• Intersectional safeguards: Develop standards and audits that explicitly detect
and mitigate overlapping forms of discrimination, such as those based on gender,
race, disability, or class, ensuring that AI systems do not reinforce compounded
inequalities.
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Given the heterogeneity of approaches across Asia, with binding instruments emerg-
ing in South Korea, Vietnam, and India, alongside predominantly soft-law frameworks
in ASEAN, Japan, and Singapore, future efforts should prioritise strengthening en-
forcement and oversight capacity to ensure that fairness principles are effectively ap-
plied in practice. Regional initiatives such as ASEAN’s Guide on AI Governance and
Ethics (2025) provide an important platform for convergence, but require complemen-
tary mechanisms to translate guidance into accountability. In addition, while preventive
measures such as bias audits and fairness requirements are increasingly promoted, these
need to be accompanied by monitoring and sanctioning tools to ensure that safeguards
are not only designed but also enforced.

Asia and Europe, through the ASEM framework, are uniquely positioned to col-
laborate on joint standards for algorithmic fairness, exchange best practices for non-
discrimination audits, and build institutional capacity to monitor compliance. Such co-
operation would not only strengthen protection within each region, but also contribute
to shaping global norms in rights-based AI governance.

Ultimately, equality and non-discrimination must be treated as non-derogable prin-
ciples. Unlike risk-based approaches that accept trade-offs, discrimination cannot be
tolerated in any form. By embedding this absolute standard into technical design, gov-
ernance frameworks, and institutional practices, Asia and Europe can lead the way in
ensuring AI becomes a tool for inclusion rather than exclusion, demonstrating global
leadership in developing technologies that serve all members of society fairly and
justly.

3.3 Remedies and Access to Justice
The right to an effective remedy is a cornerstone of international human rights law. It
is affirmed in Article 8 of the Universal Declaration of Human Rights (UDHR), Article
2(3) of the International Covenant on Civil and Political Rights (ICCPR), and regional
instruments such as Article 47 of the Charter of Fundamental Rights of the European
Union. These provisions establish that where rights are violated, individuals must have
timely, accessible, and enforceable avenues of redress. As outlined in Chapter 2, both
international and regional frameworks recognise remedies as essential for ensuring that
rights protections are not merely declaratory but practically enforceable.

In the AI context, this principle faces distinctive challenges. Algorithmic harms
often arise from opaque, complex, and multi-actor systems that make it difficult to
identify responsibility or contest outcomes [173, 41]. Unlike traditional rights viola-
tions, AI-related harms are frequently diffuse (affecting groups rather than individuals),
transnational (spanning multiple jurisdictions), and systemic (embedded in infrastruc-
tures and processes rather than isolated acts) [46]. These features strain existing le-
gal and institutional mechanisms of redress, and raise critical questions about whether
existing human rights frameworks are sufficient or whether new legal tools are re-
quired [103].

The following subsection (3.3.1) identifies the main barriers that obstruct effective
remedies in practice, ranging from opacity and diffusion of responsibility to collective
harms, jurisdictional complexity, and resource gaps.
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3.3.1 Barriers to Remedies

When AI causes harm, access to justice is often obstructed by structural and proce-
dural barriers. These challenges are not incidental but stem from the technological,
legal, and socio-economic characteristics of AI systems [166, 41]. Opacity in com-
plex models makes it difficult to detect harms or contest outcomes, with some arguing
that the absence of explainability should itself be treated as a rights violation [168].
Responsibility is frequently diffused across developers, deployers, regulators, and data
providers, creating accountability gaps where no single actor can be held liable [16, 20].
Existing frameworks are also poorly suited to collective and systemic harms, such as
predictive policing or biased grading, because they are largely designed for individ-
ual claims [98]. The transnational nature of AI complicates accountability by raising
jurisdictional conflicts and uncertainty about applicable law. Finally, power asymme-
tries leave affected communities with limited resources to pursue justice, while novel
harms like predictive profiling, reputational damage, or anticipatory surveillance often
fall outside established legal categories.

Barriers to Effective Remedies in AI

• Opacity: black-box systems prevent individuals from contesting
harms [168, 173].

• Diffuse responsibility: unclear accountability across many actors [41, 103,
36].

• Collective and systemic harms: group-level discrimination lacks clear
remedies [43].

• Jurisdictional complexity: cross-border AI use blurs applicable law [103,
175].

• Power asymmetries: individuals lack resources to challenge powerful de-
ployers [41, 106].

• Novel harms and legal mismatch: harms that fall outside traditional legal
categories, can leave victims without clear redress [46, 135, 168].

These barriers underscore why remedies must evolve beyond compensation toward
procedural safeguards, accountability measures, collective redress, and structural re-
forms that guarantee timely and effective justice [103].

3.3.2 Illustrative Examples

Examples from Asia and Europe highlight the urgent need for effective remedies. Some
of the same cases discussed in Section 3.2.2 are revisited here, not to re-examine harms,
but to show the remedial pathways pursued in practice, such as judicial annulments,
disclosure rights, and regulatory enforcement. For further illustrative cases and detailed
sources, see Appendix C.3.
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Beyond the ASEM region, courts and regulators have also acted decisively. In
Kenya, the High Court suspended the Huduma Namba biometric ID system until a
proper data protection framework, including a DPIA, was in place (2021) [76]. In
Canada, privacy commissioners required Clearview AI to stop collecting facial recog-
nition data and delete existing databases (2021), followed by an Alberta court ordering
the cessation of services and deletion of data in that province (2025) [123, 51]. These
actions illustrate how preventive and enforcement remedies can operate both struc-
turally and ex post.

Taken together, the cases show that remedies for AI-related harms are beginning to
take shape across diverse legal systems. Courts have annulled unlawful systems, man-
dated disclosure, and embedded procedural safeguards, while regulators have imposed
audits, transparency obligations, and structural reforms. Yet remedies remain uneven,
often reactive, and dependent on litigation or regulatory discretion. For ASEM part-
ners, the challenge is to move from ad hoc responses to coherent, proactive frameworks
that ensure timely, accessible, and effective remedies for both individual and collective
harms.

3.3.3 Emerging Mechanisms

Several legal and institutional mechanisms are beginning to address the need for reme-
dies in AI-related harms. Their development is uneven across regions, but some com-
mon patterns are visible.

Europe. Existing frameworks such as the GDPR already provide enforceable rights
to information, access, correction, deletion, and complaint to data protection authori-
ties. Courts have enforced these rights in cases such as SyRI in the Netherlands and
administrative disclosure rulings in France. More recently, the EU AI Act (2024) in-
troduces ex ante safeguards, including mandatory Fundamental Rights Impact Assess-
ments (FRIA) for high-risk systems. National data protection authorities, ombuds insti-
tutions, and national human rights institutions are gradually expanding their mandates
to include algorithmic grievances. The Council of Europe’s Framework Convention
(2024) embeds binding obligations to provide remedies for rights violations linked to
AI.

Asia. Emerging mechanisms are more fragmented. Some jurisdictions rely on bind-
ing laws: China’s Personal Information Protection Law (2021) allows individuals to
seek civil remedies for unlawful data use, and India’s Digital Personal Data Protec-
tion Act provides access, correction, and erasure rights. Japan and South Korea employ
a mix of soft law guidelines and constitutional protections, with courts increasingly
scrutinising surveillance and data use. Regulatory authorities, such as the Philippines’
National Privacy Commission, have begun imposing fairness audits or corrective mea-
sures in financial and education sectors. However, collective remedies remain rare, and
access is often limited to administrative or sectoral channels. In the Philippines, Bill
No. 7396 (2024) proposes the creation of the Artificial Intelligence Development Au-
thority (AIDA), which would regulate AI and provide accessible complaint mecha-
nisms for individuals affected by AI-related harms [66]. In South Korea, the AI Frame-
work Act introduces incentives for developers to conduct voluntary Human Rights Im-
pact Assessments (HRIAs), linking such practices to eligibility for public procurement
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processes [115].

Furthermore, at the international level, the OHCHR has stressed that access to
remedies must explicitly cover AI-driven harms, urging states to strengthen institu-
tional mandates to provide both individual and collective redress [163].

Convergence. ASEM regions are experimenting with algorithmic impact assess-
ments, expanding regulator mandates, and strengthening ex ante oversight. Judicial
willingness to intervene is also increasing, signalling a slow but notable recognition
that effective remedies are essential to safeguarding rights in the AI era.

3.3.4 Comparative Analysis

The comparative analysis of Asia and Europe in Table 4 reveals convergences and
divergences in how remedies are conceptualised and implemented.

Convergences. In both regions, opacity is the central barrier, and remedies increas-
ingly focus on transparency obligations and disclosure rights. Regulators play a grow-
ing role, while courts are willing to strike down opaque or rights-infringing systems.
There is also a gradual shift from purely compensatory remedies toward structural and
procedural safeguards, such as impact assessments and audit requirements.

Divergences. Europe frames remedies through the lens of enforceable human rights-
effective remedy, fair trial, and non-discrimination. Courts and regulators explicitly
treat algorithmic harms as rights violations, enabling systemic remedies and collective
redress in some instances. By contrast, Asian approaches often frame remedies as mat-
ters of consumer protection, administrative oversight, or technical compliance. Struc-
tural or collective harms are less often recognised as rights violations, and remedies are
typically limited to individual grievances.

Reflections. Despite progress, remedies remain reactive and uneven. The burden
of proof continues to fall on individuals, even when harms are opaque and systemic.
Ex ante tools such as FRIAs offer promise but depend on strong enforcement. Par-
ticipation of affected communities in shaping remedial mechanisms is limited, while
cross-border AI services highlight jurisdictional gaps that neither region has adequately
addressed. For ASEM partners, the challenge is to move beyond fragmented, ad hoc
remedies toward proactive, harmonised frameworks that guarantee timely, accessible,
and enforceable redress for both individual and collective harms.
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Table 4: Comparative Analysis of Remedies for AI-related Harms
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3.3.5 General Recommendations

In Europe, remedies for AI-related harms are increasingly embedded in binding le-
gal frameworks, with the GDPR, national data protection laws, and the forthcoming
AI Act providing enforceable rights and procedural safeguards, complemented by ac-
tive judicial oversight. While some Asian states have begun to experiment with AI-
specific remedies, such as disclosure requirements in litigation (China), proposed com-
plaint mechanisms (Philippines), and incentives for voluntary Human Rights Impact
Assessments (South Korea), these initiatives remain limited in scope and enforce-
ment. Strengthening these efforts and ensuring their alignment with international hu-
man rights standards should be a priority for ASEM dialogue. Building on the compara-
tive analysis in the previous section, several priority actions emerge for ASEM partners
to ensure that remedies for AI-related harms are timely, accessible, and enforceable:

• Transparency as a prerequisite: Disclosure and explainability must be recog-
nised as preconditions for access to remedies. The absence of explainability can
itself constitute a violation of rights, since it prevents contestation. Tools such
as mandatory Fundamental Rights Impact Assessments (FRIAs) and a statutory
right to explanation should be embedded in legal frameworks.

• Clarifying accountability chains and lowering barriers: Legal frameworks
should clearly allocate responsibilities across developers, deployers, and regula-
tors to avoid responsibility gaps. At the same time, burdens of proof and litigation
costs must not fall disproportionately on affected individuals, particularly when
harms are opaque and systemic.

• Collective remedies: Beyond individual claims, systemic harms require mech-
anisms such as group litigation, public interest actions, and systemic investiga-
tions by regulators or national human rights institutions.

• Participation of affected communities: Remedies should be designed with
meaningful participation of those most affected. Mechanisms such as citizen ju-
ries, consultation processes, and design justice frameworks enhance legitimacy
and ensure that technologies align with social values.

• Institutional strengthening and cross-border cooperation: Ombuds offices,
data protection authorities, and national human rights institutions must be re-
sourced and empowered to adjudicate AI grievances. Given the transnational
nature of AI, cross-border cooperation among regulators is essential to prevent
jurisdictional gaps.

• AI literacy for justice: Capacity-building for communities, lawyers, judges, and
regulators is needed to ensure meaningful access to remedies. AI literacy pro-
grammes can help individuals detect harms, contest outcomes, and engage in
systemic oversight.

• State and global responsibilities: National governments must guarantee effec-
tive remedies for inviolable rights, while international cooperation—guided by

51



OHCHR and other bodies—is vital to ensure that cross-border algorithmic harms
are not left without redress.

Ultimately, access to justice must be treated as a non-derogable right. Remedies
cannot be optional or symbolic; they are the condition that makes all other human
rights protections meaningful. By embedding transparency, accountability, and collec-
tive redress into legal and institutional frameworks, ASEM partners can ensure that
rights remain not merely declaratory but practically enforceable in the age of AI.

4 The way forward
The rapid expansion of AI technologies presents both opportunities and risks for human
rights across Asia and Europe. To ensure that AI development and deployment serve
the public good, a coherent and inclusive governance approach is needed, embedding
human rights protections into technical design, legal regulation, and institutional over-
sight.

4.1 Integrating Human Rights in AI Governance:
A growing body of research highlights the need for AI governance to be grounded
in shared ethical principles, supported by dynamic regulatory frameworks, and devel-
oped through inclusive, multistakeholder processes [70, 3]. Despite the proliferation of
AI ethics guidelines, recent systematic reviews underscore that such guidelines remain
fragmented in quality and enforceability [26]. Furthermore, a systematic literature re-
view evaluated 61 AI governance studies and found that only a few comprehensively
address who governs what, when, and how, underscoring need for integrated frame-
works [13]. This gap between principle and practice is particularly relevant for regions
like Asia and Europe, where diverse institutional approaches must converge to address
transnational human rights risks.

These insights echo the dimensions framework proposed by Xanthopoulou et al.
(2025), which underlines that meaningful AI governance requires attention to four
key dimensions: the issuing body, scope, application conditions, and governance ap-
proach [172], which help differentiate between binding instruments and soft-law tools
The study also reveals how impactful initiatives tend to blend legal enforceability with
value-driven, participatory mechanisms.

Concrete tools, including algorithmic impact assessments, transparency standards
(e.g. the UK’s Algorithmic Transparency Recording Standard), and audit frameworks,
are crucial for translating abstract commitments into actionable safeguards. These mech-
anisms, however, must be embedded within institutional structures that guarantee ac-
countability, public oversight, and access to remedies [3].

Crucially, the false dichotomy between innovation and regulation must be rejected.
As often argued [146, 3], well-designed governance mechanisms do not inhibit inno-
vation but are core to create the trust and legitimacy necessary for sustainable adoption
of AI technologies. As Virginia Dignum has argued, “regulation is innovation”, i.e.
not an option, rbut a stepping stone that fosters public trust, societal acceptance, and
responsible adoption of AI technologies [37].
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In both Asia and Europe, multi-stakeholder initiatives are emerging as promising
models for embedding human rights in AI governance. In Europe, the High-Level Ex-
pert Group on AI and national AI observatories (e.g. in France and Germany) have
created structured channels for dialogue between policymakers, academia, industry,
and civil society. In Asia, initiatives such as Japan’s AI Governance Guidelines and
Singapore’s Model AI Governance Framework actively involve industry associations
and civil society organisations in shaping standards. For ASEM partners, exchanging
experiences from these multi-stakeholder processes can help identify best practices
for inclusive participation, co-regulation, and the monitoring of human rights impacts
across regions.

4.2 Future Directions for AI and Human Rights
The intersection of AI and human rights is evolving rapidly, driven by technological
advancement, geopolitical shifts, and new legal frameworks. This section outlines key
emerging trends, opportunities, and risks that will shape the future of rights-based AI
governance.

Emerging Trends

• Efforts in AI legislation: Instruments such as the EU AI Act and the Council of
Europe’s Framework Convention are setting global benchmarks for rights-based
regulation, potentially triggering normative diffusion across regions.

• Integration of rights-based design: Increasing incorporation of Fundamental
Rights Impact Assessments (FRIAs) into high-risk AI systems reflects a shift
toward embedding human rights from the outset.

• AI for the public interest: AI is being leveraged for social good in areas such as
disaster response, climate monitoring, and public health, with potential to sup-
port the realization of economic and social rights.

• Participatory governance models: There is growing recognition of the need
for inclusive, multistakeholder approaches involving civil society, academia, and
marginalized communities.

• Convergence with environmental and intergenerational concerns: New gov-
ernance frameworks increasingly link human rights with sustainability and long-
term societal resilience.

Opportunities

• Embedding enforceable human rights protections into the lifecycle of AI sys-
tems, including through public procurement and technical standards.

• Enhancing access to justice via AI tools for legal assistance, translation, and
information, supported by transparency and human oversight.
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• Fostering Asia-Europe leadership in collaborative, rights-based AI governance,
informed by shared values and regulatory innovations.

• Strengthening capacity building and knowledge transfer between ASEM partners
to support context-sensitive AI governance, especially in emerging economies.

• Establishing global benchmarks and interregional dialogues to promote human-
centric AI development.

Risks

• Opacity and lack of accountability: Many AI systems remain non-transparent,
limiting individuals’ ability to understand or contest decisions that affect them.

• Algorithmic discrimination: Inadequate representation in data and design pro-
cesses may reinforce existing inequalities, particularly against marginalized groups.

• Surveillance overreach: The unchecked use of AI in biometric identification,
predictive policing, and profiling poses serious threats to privacy and civil liber-
ties.

• Technological dependency: Reliance on foreign-developed AI systems risks ex-
acerbating digital colonialism and undermining local autonomy.

• Regulatory fragmentation: Diverging national and regional approaches may
weaken the enforceability and universality of human rights standards in AI gov-
ernance.

Looking ahead, regional contexts shape both risks and opportunities. In Europe,
the development of binding legal frameworks such as the AI Act reflects a rights-based
approach anchored in the EU Charter of Fundamental Rights. In Asia, governance
approaches are more diverse: some countries (e.g. China, India, Korea) have intro-
duced binding measures, while others rely primarily on soft-law guidelines. This di-
vergence creates opportunities for cross-regional learning, as Europe can share lessons
from rights-based regulation, while Asia’s experiences with large-scale deployment
and rapid innovation highlight the importance of context-sensitive safeguards.

A persistent gap, however, concerns capacity. Several ASEM partner countries, par-
ticularly in the Global South, face resource and expertise constraints that hinder the
enforcement of remedies or the integration of human rights into AI governance. Ad-
dressing this imbalance requires targeted investment in regulatory capacity, judicial
training, and technical skills development, alongside mechanisms for peer learning and
knowledge exchange across ASEM.

As AI-related harms increasingly cross borders, future governance must integrate
not only preventive safeguards but also robust remedial mechanisms. Developing inter-
operable standards for remedies, building judicial and regulatory capacity, and piloting
cross-regional redress mechanisms are key areas where ASEM cooperation can add
value.
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4.3 Opportunities for Asia-Europe Collaboration
ASEM countries are well-positioned to foster a collaborative, rights-based AI gover-
nance model that includes:

• Harmonizing normative standards while accommodating regional and cultural
diversity, drawing from instruments such as the EU AI Act and regional Asian
frameworks.

• Building institutional capacity for oversight, redress, and enforcement through
joint training programmes, regulatory sandboxes, and public-private partnerships.

• Promoting meaningful engagement by civil society, academia, and marginal-
ized groups, with an emphasis on inclusive governance and participatory mech-
anisms.

• Facilitating inter-regional exchanges on best practices, regulatory innovations,
and rights-based tools via ASEM-led platforms, observatories, or annual forums
on AI and human rights.

• Developing shared AI audit and assessment frameworks to support mutual ac-
countability and enable cross-border trust in AI systems.

• Encouraging responsible innovation through co-investment in AI for public good
projects (e.g. health, disaster response, climate action) that serve both develop-
ment goals and human rights agendas.

• Supporting AI literacy and human rights education initiatives, especially in low-
resource settings, through coordinated efforts in curriculum development, digital
training, and knowledge hubs.

• Collaborating on standard-setting in multilateral forums (e.g. UNESCO, OECD,
UN bodies) to advance a common ASEM voice on human rights in AI gover-
nance.

Such cooperation can help bridge normative, technical, and institutional divides
across regions, reinforcing AI systems that are not only innovative but also legitimate,
fair, and rights-compliant.

Existing initiatives provide concrete entry points for collaboration. The EU–ASEAN
Digital Partnership (2022), the EU–Japan Digital Partnership, and ASEM-wide digital
literacy programmes demonstrate that cross-regional cooperation is already underway.
These initiatives could be expanded to include explicit human rights benchmarks for
AI, joint audit frameworks, and regular Asia–Europe policy dialogues on remedies and
access to justice. Moreover, recent Asian frameworks, such as the Chongqing Consen-
sus and China’s AI Capacity-Building Action Plan, explicitly frame AI as an interna-
tional public good and call for cross-regional cooperation [120].

In the future, the following are key areas where Asia and Europe can cooperate to
align their efforts, bridge regulatory and developmental gaps, and ensure AI develop-
ment does not come at the cost of fundamental rights and values:
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Aligning Ethical and Governance Frameworks: Asia and Europe share core
principles in AI ethics — transparency, accountability, fairness, and human-centricity.
A key opportunity lies in aligning these values within interoperable governance frame-
works that facilitate innovation while preventing harm. As above mentioned, Europe’s
binding regulatory models set important legal precedents, while Asia’s initiatives offer
flexible, context-sensitive approaches. Harmonizing these efforts through dialogue and
mutual recognition can strengthen global standards for ethical AI.

Promoting Responsible and Inclusive AI Deployment: Asia and Europe, with
their complementary strengths in technology, innovation, and policy-making, have a
unique opportunity to collaborate in ensuring that AI serves the common good. By
pooling resources and knowledge, the two regions can leverage AI to address critical
shared challenges, such as improving healthcare access, reducing educational inequal-
ity, enhancing labor rights, and advancing climate resilience.

Statement on Inclusive and Sustainable Artificial Intelligence for People and
the Planet affirmed six priorities in enabling AI to be human rights based and trust-
worthy1:

Through such cooperation, Europe’s strong regulatory frameworks can complement
Asia’s rapid technological advancement, creating an AI-for-good application ecosys-
tem that is diverse and inclusive.2

Fostering Multi-stakeholder Dialogues and Engagement: Multi-stakeholder di-
alogues can foster knowledge exchange between regions and sectors, strengthening
local capacities. By holding joint workshops, conferences, and collaborative research
projects, Asia and Europe can share best practices on AI and human rights, such as how
to handle algorithmic transparency, data privacy, or the social impact of automation.
This capacity building can ensure equitable AI deployment and policy development
globally.

Capacity-building and Skills Exchange: Capacity-building should be the central
pillar of cooperation. Joint training for businesses, public officer and civil society in-
dividuals should continue, but with a deeper focus on more niche areas of AI. For
example, academic and civil society exchange programmes aimed at fostering knowl-
edge transfer on algorithmic auditing and rights-based design. One step further would
be for ASEM partners to establish a dedicated observatory on AI and human rights to
facilitate ongoing exchange of practices, data and methodologies.

5 Conclusions and Recommendations
The analysis in this paper shows that while AI offers significant opportunities for both
Asia and Europe, it also poses serious risks to the protection of human rights, par-
ticularly in the areas of privacy, non-discrimination, and access to remedies. ASEM

1Statement on Inclusive and Sustainable Artificial Intelligence for People and the Planet, posted on 11
February 2025 in Paris at the AI Action Summit. https://www.elysee.fr/en/emmanuel-macron/2025/02/11/
statement-on-inclusive-and-sustainable-artificial-intelligence-for-people-and-the-planet.

2The 2025 World artificial intelligence (AI) Conference and High-Level Meeting on Global AI Gover-
nance published Global AI Governance Action Plan on July 26: https://www.en84.com/16169.html
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partners therefore share a responsibility to ensure that AI is developed and deployed in
ways that uphold international human rights standards.

In moving forward, it is important that ASEM does not only exchange experiences
but also identifies concrete entry points for sustained cooperation. Building on exist-
ing EU–ASEAN and EU–Japan partnerships, ASEM could mainstream human rights
benchmarks into ongoing digital cooperation frameworks. To operationalise this, sev-
eral priority actions can be envisaged:

• Establishing an ASEM Observatory on AI and Human Rights to facilitate
joint monitoring, data-sharing, and policy learning across member states.

• Launching joint training programmes for regulators, judges, ombuds institu-
tions, and civil society actors to strengthen capacity in assessing and remedying
AI-related harms.

• Piloting cross-border AI audits or certification schemes that integrate human
rights safeguards, enhancing trust and interoperability of AI governance across
regions.

• Supporting multi-stakeholder dialogue platforms under ASEM to ensure that
voices from academia, industry, and civil society inform governance practices in
both Asia and Europe.

These recommendations are intended to provide cross-cutting guidance for ASEM
partners, directly addressing the three thematic areas of this paper: privacy and data
protection, equality and non-discrimination, and remedies and access to justice; thereby
supporting the discussions of the Working Groups.

In pursuing these actions, cooperation should be firmly anchored in existing inter-
national human rights obligations, including the ICCPR, the ICESCR, the UN Guiding
Principles on Business and Human Rights, and the UNESCO Recommendation on the
Ethics of Artificial Intelligence. This ensures that joint initiatives under ASEM rein-
force, rather than duplicate, globally recognised standards.

Finally, capacity building should not only focus on institutional actors such as reg-
ulators, judges, and ombuds institutions, but also extend to affected communities and
marginalised groups. Ensuring their meaningful participation in AI governance will
help ASEM partners to design remedies and safeguards that are both inclusive and
effective.

Such initiatives would enable ASEM partners to translate high-level commitments
into practical cooperation, reinforcing their shared responsibility to ensure that AI
serves as a driver of human rights protection and sustainable development.

In sum, the rapid spread of AI across Asia and Europe makes it imperative for
ASEM partners to act jointly in embedding human rights into governance frameworks.
By addressing risks to privacy, equality, and access to justice in a coherent and co-
ordinated way, and by anchoring cooperation in international human rights standards,
ASEM can ensure that AI development strengthens, rather than undermines, demo-
cratic values and human dignity. The concrete steps outlined above — from observato-
ries and training programmes to cross-border audits and inclusive dialogue platforms
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— provide an actionable path forward. Taken together, these initiatives offer ASEM
the opportunity to demonstrate global leadership in aligning technological innovation
with the protection and promotion of fundamental rights.
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A Appendix: International Frameworks – Extended Texts
and Details

A.1 United Nations Special Rapporteurs
• Special Rapporteur on Human Rights while Countering Terrorism Report A/HRC/54/21

(July 2023) by Fionnuala Nı́ Aoláin raised concerns on AI-enabled surveillance of jour-
nalists and activists, urging a moratorium until adequate safeguards for data protection
and freedom of expression are in place [8].

• Special Rapporteur on the Right to Privacy Report A/78/310 (August 2023) by Ana
Brian Nougrères: “Principles of Transparency and Explainability in the Processing of
Personal Data in Artificial Intelligence” [105]. Report A/HRC/55/41 (2025) addressed
neurodata and neurotechnologies, reiterating risks of opaque AI decision-making.

• Special Rapporteur on the Right to Education Report A/79/520 (October 2024) by
Farida Shaheed on AI in education highlighted opportunities (inclusion, disability sup-
port) but also risks (educational disparities, alienation of teachers) [131].

A.2 ICESCR – Article 15(b)
Full text extract: “The States Parties to the present Covenant recognize the right of everyone to
enjoy the benefits of scientific progress and its applications.” (ICESCR, Art. 15(b)) [74].
Commentary: - Interpreted as requiring states to remove barriers to access technological ad-
vances, including AI. - Imposes obligations of transparency, documentation, oversight, and reme-
dies in AI deployment [119].

A.3 OHCHR Reports and Guidance
• OHCHR reports on biometric surveillance, facial recognition, and predictive policing:

risks of racial/social bias, opacity, and black-box effects [3,20].

• 2024 interpretative guidance on UNGPs, applying due diligence to AI lifecycle, stressing
discrimination and data protection risks [107].

• Global Digital Compact (draft, 2025): - Proposes Independent International Scientific
Panel on AI. - Global Dialogue on AI Governance [55,78].

A.4 OECD AI Principles – Full List
Five Principles (2019):

1. Inclusive growth, sustainable development, and well-being.

2. Human-centred values and fairness.

3. Transparency and explainability.

4. Robustness, security, and safety.

5. Accountability.

Policy Recommendations:

1. Invest in trustworthy AI R&D.

2. Foster an enabling AI ecosystem.
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3. Ensure a sound policy environment.
4. Build human capacity and labour market transition measures.
5. Foster international co-operation.

2024 Updates: - Added environmental sustainability. - Strengthened accountability to include
bias, labour rights, intellectual property. - Transparency reframed as contestability of algorithmic
decisions.

A.5 G20 AI Guidelines – Text Extract
Adopted at the Osaka Summit (2019): - Fairness, transparency, accountability, privacy, and
rule of law. - High-level political declaration, without monitoring/enforcement [62,124]. Unlike
OECD principles, lacks operational detail; functions as a diplomatic alignment tool.

A.6 Global Partnership on AI – Founding Details
Launch: June 2020 (proposed at 2018 G7, hosted by OECD). Membership: 20+ states includ-
ing EU members, Canada, Japan, Korea.
Focus areas: - Responsible AI, Data Governance, Future of Work, Innovation and Commercial-
ization. - Multi-stakeholder structure (states, civil society, academia, industry).
Core normative base: OECD AI Principles, UNGPs.

A.7 G7 Hiroshima Process – Full List of Principles
1. Risk management across lifecycle.
2. Incident response mechanisms.
3. Transparency: public reporting of capabilities and limitations.
4. Information-sharing on incidents.
5. Risk-based governance.
6. Strengthened physical, cyber, and insider security.
7. Content authentication (traceability, provenance).
8. Research prioritisation on risk mitigation.
9. Address major challenges (climate, education, health).

10. Support international technical standards.
11. Strengthen personal data and IP protection.

These are voluntary but influential in shaping national codes of conduct.

A.8 UNESCO Recommendation on the Ethics of AI – Extracts
Adopted: November 2021, 194 Member States [139].
Key Principles:

• Human dignity at the centre [98].
• Inclusivity, gender equality, and diversity [103].
• Environmental sustainability [143].
• Education and training for responsible AI use.

Limitations: - Voluntary. - Preventive approach, limited to pre-deployment phases. - Challenges
for adaptive/self-learning AI systems.
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A.9 IEEE Ethically Aligned Design – Extended Details
The IEEE’s Ethically Aligned Design (EAD) principles, developed through the Global Initia-
tive on Ethics of Autonomous and Intelligent Systems, provide one of the most comprehensive
voluntary frameworks for embedding ethics in AI systems.

Key principles:

• Promote and protect rights to life, safety, privacy, equality, and freedom of expression.

• Prevent discrimination based on race, gender, religion, disability, sexual orientation, or
other characteristics.

• Ensure human oversight and agency, minimising risks of manipulation and coercion.

• Strengthen accountability by enabling outcomes to be traced back to responsible actors.

• Build public trust through transparency and verifiable accountability mechanisms.

Implementation challenges:

• Embedding ethical safeguards requires advanced tools such as algorithmic audits, adver-
sarial testing, and ethical risk modelling, which remain difficult to operationalise at scale.

• Establishing diverse, interdisciplinary ethics review boards is resource-intensive and in-
consistently adopted across organisations.

• Voluntary status means no enforcement; market and efficiency pressures often outweigh
adoption.

The EAD initiative has nonetheless been influential in both industry and academic settings,
serving as a reference point for operationalising human rights in technical design processes. It
complements normative frameworks such as the OECD AI Principles and UNESCO Recom-
mendation, by targeting developers and engineers as key implementers of ethical AI.

A.10 Raoul Wallenberg Institute – Extended Details
The Raoul Wallenberg Institute of Human Rights and Humanitarian Law (RWI) is a multidis-
ciplinary research and policy institute dedicated to advancing human rights. It conducts applied
research, provides education, and engages in policy dialogue, including on the human rights
impacts of emerging technologies.

Key focus areas in relation to AI:

• Investigating algorithmic bias and its consequences for equality and non-discrimination.

• Addressing accountability gaps in AI governance and promoting transparent design.

• Exploring AI’s role in healthcare, justice, public safety, and social welfare, with a human
dignity–centred approach.

• Promoting inclusive, multi-stakeholder participation in AI governance.

Contribution: RWI’s work is advisory and educational rather than regulatory. It strength-
ens the conceptual foundations of rights-based AI governance and supports policymakers, civil
society, and academia in understanding both risks and opportunities.

Although not binding, its influence lies in building human rights capacity and shaping de-
bates around ethical and inclusive AI development.
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B Appendix: Human Rights and AI at the Regional Level:
Asia – Extended Texts and Details

B.1 Approach to AI regulation in South Korea – Extended Details
South Korea is increasingly adopting AI across sectors like healthcare, education, and public
administration. AI is used in predictive healthcare models, personalized learning, and smart city
initiatives, aiming to improve services and quality of life. However, rapid AI development raises
significant societal concerns. Key issues include algorithmic bias, especially in areas like recruit-
ment and criminal justice, and the potential misuse of personal data in AI systems, raising privacy
and transparency concerns. Additionally, there are fears of job displacement due to automation,
leading to social instability. These concerns have sparked debates on the need for strong ethical
guidelines to ensure AI respects human rights. South Korea’s government and civil society are
calling for greater transparency, accountability, and human rights impact assessments (HRIAs)
to address the risks and build public trust in AI technologies.

Overall, South Korea’s AI regulatory framework does not impose overly burdensome re-
quirements on the industry, offering companies considerable flexibility in the development and
deployment of AI technologies. The hard regulatory measures include: (a) existing legislative
frameworks, such as the Framework Act on Informatisation and the Personal Information Pro-
tection Act (“PIPA”); (b) new legislation, notably the Act on the Development of Artificial In-
telligence and Establishment of Trust (the “AI Basic Act”); (c) and the proposed Act on the
Protection of Artificial Intelligence Service User [78].

B.2 Approach to AI regulation in Japan – Extended Details
Japan, as a nation at the forefront of addressing mature society challenges — including declining
birthrate, ageing population, labour shortage, and rising fiscal spending — views AI as a core
technology to tackle these issues, advance the UN’s Sustainable Development Goals (SDGs),
and underpin its “Society 5.0” initiative. While AI offers significant societal benefits, its pro-
found impact requires prudent development; thus, Japan seeks to shift to an “AI-Ready Soci-
ety” via comprehensive reforms to social systems, industrial structures, and governance. Though
AI lacks a clear universal definition, there is broad consensus on identifying core AI technolo-
gies—often integrated into complex information systems— and principles for AI are tailored to
such systems. Ultimately, successful AI governance and realization of Society 5.0 depend on
close collaboration among all stakeholders [149].

B.3 Approach to AI regulation in China – Extended Details
At present, China is undergoing a crucial phase of digital transformation. The new wave of
technological revolution and industrial transformation, represented by information technologies
such as artificial intelligence, block-chain, and big data, has become a significant driving force
for China’s economic and social development. Uniform legislation on artificial intelligence often
requires a long period of time. In the current stage, China has adopted a decentralized legisla-
tive approach for different scenarios to meet the needs of rapid development of artificial intel-
ligence. In the realm of artificial intelligence governance, the Ethical Guidelines for the New
Generation of Artificial Intelligence (2021) [171] and the Opinions on Strengthening the Gover-
nance of Science and Technology Ethics (2022) [108] pioneered the establishment of a soft law
framework characterized by an ‘ethics-first’ approach. Building upon this foundation, a series of
departmental regulations — including the Provisions on the Administration of Algorithmic Rec-
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ommendation in Internet Information Services (2021) [23], the Provisions on the Administration
of Deep Synthesis in Internet Information Services (2022) [58], and the Interim Measures for
the Administration of Generative Artificial Intelligence Services (2023) [57]. On May 29, 2025,
the Artificial Intelligence Subcommittee of the National Committee on Science and Technology
Ethics formally issued the Ethical Review Guidelines for Generative AI Algorithms. For the first
time, this regulatory document requires enterprises to submit ethical impact assessment reports
during the algorithm training phase. It specifically stipulates requirements regarding the legiti-
macy of data sources, mechanisms for bias mitigation, and the boundaries for applying deepfake
technology. These departmental regulations translate ethical imperatives into binding compli-
ance obligations, explicitly requiring enterprises to establish mechanisms for content generation
labelling, lawful review of training data, algorithmic fairness assessment, and false information
prevention. They are underpinned by a comprehensive liability framework spanning adminis-
trative penalties to criminal prosecution, systematically reinforcing enterprises’ responsibility to
respect human rights throughout technological development and operational processes. In spe-
cific risk domains, the Provisions on the Administration of Security Vulnerabilities in Network
Products [56] in Network Products establish a dual-constraint mechanism comprising mandatory
vulnerability reporting coupled with joint disciplinary measures for dishonest conduct, strictly
prohibiting enterprises from exploiting security vulnerabilities for profit. With the acceleration
of the algorithm era, the challenges of defining and assigning algorithmic responsibility have
become increasingly prominent, raising public concerns about the implications of widespread
algorithm use.

Furthermore, the Measures for the Review of Science and Technology Ethics (for Trial Im-
plementation) (2023 Ethical Review Measures) issued on 7 September 2023 further clarified the
ethical review mechanism for science and technology, encompassing risk assessment, prevention
and control, follow-up monitoring, and remedial measures. In terms of content review, it focused
on human rights risks in areas such as personal information protection, the right to know, and
special safeguards for vulnerable groups. Recently, the Measures for the Management and Ser-
vice of Artificial Intelligence Ethics (for Trial Implementation) (Public Consultation Draft) was
released for public consultation from 22 August to 22 September. The draft inherits the four
review procedures of “general, simplified, expert review, and emergency” in 2023 Ethical Re-
view Measures, ensuring the unity and connection with the national scientific and technological
ethics governance system. Meanwhile, based on the uniqueness of artificial intelligence technol-
ogy, AI Ethics Measures identifies specific ethical principles and compliance risks in the field
of AI, specifically regulates exclusive ethical issues such as data, algorithms, and automated
decision-making in the AI domain, and proposes the establishment of a service centre to provide
supporting guidance and supervision for AI ethics compliance.

In summery, China’s approach to AI governance prioritizes both technological development
and risk control. By adopting a strategy of “decentralised legislation and scenario-specific reg-
ulation”, China has established a multi-layered governance framework. This framework is an-
chored by foundational laws and detailed through specialized regulations. However, the effec-
tiveness of this governance faces challenges, including potential regulatory overlaps or gaps due
to multi-agency oversight, difficulties in balancing transparency requirements in practice, and
a still-underdeveloped attribution and remedy mechanism tailored to the unique characteristics
of algorithmic technology. Collectively, these features and challenges shape China’s distinctive
model, which seeks to balance social stability, economic development, and human rights protec-
tion amidst its rapid advancement and application of AI technologies.
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B.4 Developments in AI Governance Legislation in Other Asian
Countries – Details

Table 5: National Level Progress on AI Governance and Human Rights in Asia

Category Countries Law/Policy Key features

Human
Rights
Explicitly
Referenced

Thailand Digital Thailand — AI
Ethics Guideline

Emphasizes alignment with laws,
ethics, and human rights. Highlights

six core principles, including
transparency, accountability, and

fairness.
Vietnam Decision No.

1290/QD-BKHCN
Prioritizes human-centered AI

development, stressing respect for
human rights and dignity. Focuses on
preventing bias and unfairness in AI

systems.
Indonesia Circular Number 9 of

2023
Stresses ethical values in AI utilization,

including humanity, inclusivity,
security, transparency, and

accountability. The National Artificial
Intelligence Strategy identifies priority

sectors for AI application.
Philippines Joint Memorandum

Circular of 18 April
2024, Bill No. 7396

Conforms to global AI standards
ensuring alignment with human rights,

well - being, and sustainable
development

Malaysia National Guidelines on
AI Governance &

Ethics

Encourages voluntary adoption of
seven AI principles alongside existing
laws, focusing on human benefit and

happiness
India Responsible AI for All Integrates fundamental constitutional

rights into AI governance, enabling
fundamental rights in AI system design

Australia AI Ethics Principles Voluntary principles guiding ethical AI
design, deployment, and operation with
five ”cornerstones” for AI assurance in

government
New Zealand Public Service AI

Framework
Envisions responsible AI adoption to

modernise services and enhance citizen
outcomes, based on OECD AI

principles
No Com-
prehensive
Framework
or
Reference
to Human
Rights

Kazakhstan Draft law on artificial
intelligence

Built on fairness, legality,
accountability, and human well —

being principles, prohibiting
unauthorised data collection

Pakistan Currently no specific
law

Draft encourages AI adoption,
addresses specific application risks,

and urges digital technology evaluation
and civil law framework drafting
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Table 5: National Level Progress on AI Governance and Human Rights in Asia

Category Countries Law/Policy Key features
No Com-
prehensive
Framework
or
Reference
to Human
Rights

Brunei Guide on Artificial
Intelligence

Governance and Ethics

Promotes ethical and responsible AI
development and adoption with seven

principles including transparency,
security, and fairness

Cambodia Ethics of AI Readiness
Assessment

Assesses Cambodia’s ethical AI
development and use preparedness to
inform national AI policy formulation

Bangladesh National Artificial
Intelligence Policy

2024

Addresses social, legal, and ethical
issues related to AI implementation

across sectors, though lacks
comprehensive guidelines in some key

areas
Singapore AI Verify AI governance testing framework and

software toolkit validating AI
performance across multiple principles

like transparency and safety
Mongolia Digital Nation

programme
Signifies growing AI governance

ambition via strategic initiatives with
UNDP — supported AI readiness

assessments
Laos Currently no specific

law
Actively explores AI integration into

governance, industry, and ethics sectors
Myanmar Currently no specific

law
Focuses on broad technology and

communication aspects, not
specifically addressing AI issues
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B.5 Developments in AI Governance Legislation at a Regional Level
– Details

Table 6: Regional Level Progress on AI Governance and Human Rights 

Initiative/Treaty Key Features 
ASEAN Digital 
Masterplan 2025 
(ADM 2025) 

Aims to drive digital transformation in the 
ASEAN region and has taken steps to inte- 
grate AI governance. 

ASEAN Guide on 
AI Governance and 
Ethics 

Non-binding guide emphasizing core prin- 
ciples such as transparency, fairness, secu- 
rity, reliability, privacy, accountability, and 
human centricity. It stresses the need for 
countries to retain agency over AI-driven 
outcomes and to design and use AI systems 
to promote human well-being and protect 
individuals from harm. 

ASEAN Respon- 
sible AI Roadmap 
(2025–2030) 

Introduces a Readiness Assessment 
Framework to categorize countries based 
on their stage of AI governance develop- 
ment, allowing for differentiated support 
and benchmarking. It encourages gov- 
ernments to tailor strategies according to 
their institutional  maturity  and  includes a 
direct question about national human rights 
protections in AI policies. 

Chongqing Consen- 
sus 

Adopted at the 2025 Asian Forum on Hu- 
man Rights, it provides a regional per- 
spective on aligning technological progress 
with human rights protection. It calls for 
regional leadership in shaping ethical re- 
sponses to generative AI and other emerg- 
ing technologies and encourages cooper- 
ation on equitable governance structures 
and cross-border capacity-building. 



C Appendix: Full Illustrative Cases by Thematic Focus
C.1 Privacy and Data Protection — Expanded Cases

• DeepSeek Case: In Germany, the data protection commissioner ordered the removal of
the Chinese chatbot DeepSeek from Google and Apple’s app stores, due to what was
considered an unlawful transfers of users’ data in China [101]. Italy blocked the access
to this service, due to the lack in China of GDPR equivalents safeguards for individuals’
personal data and the Netherlands restricted the general use of the chatbot, specifically
prohibiting its government use. This app has also been banned in Korea by the Personal
Information Protection Commission, with its unblocking subject to the provider’s ability
to guarantee privacy compliance.

• Predictive Travel Surveillance Case: The EU Court of Justice expressed its negative
opinion on the use of fully automated traveller risk assessment systems. The decision
was made based on the case of a passenger who was blocked at Amsterdam airport by a
predictive AI system based on PNR data. The Court emphasises the high risk to privacy
and data protection posed by such profiling systems, which were used without any form
of human oversight [48].

• Generative AI Models Case: The EU Data Protection Authorities have opened inves-
tigations into Open AI’s generative models, raising doubts about their compliance with
the GDPR. In particular, a negative opinion has been expressed towards providers and
businesses that use these models, due to the inadequacy of the profiling system and the
scraping of public data.

• Meta Cases: The Irish Data Protection Commission fined Meta C1.2 billion in 2023 for
transferring user data from Europe to the United States, without ensuring the necessary
safeguards for such cases, thereby violating the GDPR [44]. The case caused such a stir
that it has set a precedent which could be used in the future against other big tech compa-
nies operating globally.

• Amazon Case: The National Commission for Data Protection fined Amazon a total of
C746 million for tracking its users without their informed consent and without complying
with the transparency requirements of the GDPR [29].

• LinkedIn Case: In 2024, Ireland issued a C310 million fine against LinkedIn for breach-
ing its obligations of transparency and lawful justification in processing its users’ data for
behavioural advertising purposes [145].

• Alibaba Cloud Case: Alibaba Cloud was fined in China for failing to disclose a concern-
ing cybersecurity vulnerability that revealed a related infringement of privacy and security
obligations [87].

• LINE Corporation Case: The LINE messaging app was subjected to a thorough investi-
gation after the Japanese competent authorities noticed a data leak to Chinese engineers,
in total breach of the Japanese Act on the Protection of Personal Information [72].

• Kominfo: In 2023, the Indonesia Ministry of Communication and Information issued
ethical guidelines requiring that AI use respect human values and include safeguards for
personal data protection. However, as a non-binding instrument, the circular lacks en-
forcement mechanisms, raising concerns about its effectiveness in mitigating privacy risks
from AI deployment [9].
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C.2 Equality and Non-Discrimination — Expanded Cases
• The Netherlands: The child benefits scandal has become a landmark case of algorithmic

governance risks, showing how opaque profiling in public administration can lead to sys-
temic discrimination, lack of accountability, and severe social harm [131]. Similarly, the
SyRI system for fraud detection was ruled unlawful by a Dutch court in 2020 for violating
the right to privacy and the principle of non-discrimination, highlighting how algorithmic
risk scoring without transparency and safeguards undermines human rights, raising ques-
tions of legality and proportionality under the European Convention on Human Rights
(ECHR) [14].

• France: Predictive policing initiatives such as PAVED (used by the Gendarmerie Na-
tionale) have been criticised for opacity and lack of transparency, with concerns that
data-driven feedback loops may reinforce discriminatory policing, prompting calls for
a complete ban on human rights grounds. [114]. In the absence of proper safeguards and
oversight, these algorithms may entrench rather than reduce bias (Maviş 2023).

• Germany: The Federal Employment Agency’s “Arbeitsmarktchancen-Index” profiles job
seekers into categories of high, medium, or low employment prospects, determining the
support they receive. The system has been criticised for opacity and reliance on sensi-
tive variables such as age, health, and migration background, raising concerns of indirect
discrimination and unequal access to social rights [74].

• United Kingdom: The 2020 Ofqual grading algorithm, used to assign A-level results
during the COVID-19 pandemic, disproportionately downgraded students from disadvan-
taged schools, prompting public outcry and highlighting risks of systemic discrimination,
lack of transparency, and denial of equal access to education [159].

• China: Pilot projects for social credit and credit-scoring systems have raised concerns
of indirect discrimination, as proxies such as geographic location, social networks, or
socio-economic markers can systematically disadvantage certain groups [89].

• India: The Aadhaar biometric identification system, when used for welfare authentica-
tion, has resulted in the exclusion of vulnerable groups such as the rural poor, women,
and the elderly from essential entitlements, highlighting how large-scale digital infras-
tructures can reinforce structural inequalities [138].

• South Korea: AI-based hiring tools have been criticised for opacity and discriminatory
outcomes, while the AI chatbot Lee Luda drew attention for biased and offensive speech.
Ride-hailing platforms have been investigated for algorithmic manipulation disadvantag-
ing certain drivers, and immigration systems faced scrutiny for unauthorised sharing of
facial data for AI training [47].

• Indonesia: Job-matching platforms using AI have been found to disadvantage female ap-
plicants due to historical data bias, reflecting systemic occupational segregation in training
datasets [132].

• Philippines (Credit Scoring): AI-based financial services for credit evaluation risk ex-
cluding vulnerable groups, as models trained on Western-centric datasets fail to capture
local demographic and linguistic realities [104].

• Philippines (Education): Learning analytics systems deployed in higher education (e.g.
Canvas LMS) have been studied for bias in predicting student performance. While one
major audit found no group bias, the case illustrates the need for fairness audits in educa-
tional AI [178].
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C.3 Remedies and Access to Justice — Expanded Cases
• Netherlands – SyRI case (2020): The District Court of The Hague annuled the System

Risk Indication welfare fraud detection tool (SyRI), not only due to its discriminatory
effects but because individuals had no way to challenge opaque algorithmic risk scores.
The judgment foregrounded contestability and transparency as procedural remedies [14,
8].

• France – Conseil d’État (2018): France’s highest administrative court ruled that indi-
viduals affected by algorithmic decision-making in public administration have a right to
access the “rules and characteristics” of the algorithm. This decision established an im-
portant precedent in judicially enforced procedural remedy by ensuring transparency and
contestability [33].

• United Kingdom – ICO enforcement actions (2019–2021): The UK Information Com-
missioner’s Office has used its regulatory powers to impose corrective measures on com-
panies deploying opaque or unfair AI-driven credit scoring systems. This demonstrates
how administrative enforcement can function as a structural remedy to protect rights [170].

• India – Aadhaar litigation (2018, Puttaswamy v. Union of India): The Supreme Court
curtailed the mandatory use of Aadhaar biometric authentication in certain welfare con-
texts, citing the need to safeguard due process and ensure that individuals have access to
redress when excluded from essential services [152].

• South Korea – Constitutional Court on communications surveillance (2018): The
Court restricted government bulk metadata collection, finding that the absence of trans-
parency and avenues for individual redress violated constitutional rights. This decision
reinforced judicial remedies against opaque state surveillance practices [77].

• Japan – Supreme Court on GPS surveillance (2017): The Court ruled that warrantless
GPS tracking by police infringed the right to privacy. The judgment underscored the need
for clear procedural safeguards and judicial oversight as remedies in cases involving new
technologies [160].

• China – Personal Information Protection Law enforcement (2021) : Chinese courts
have begun hearing civil claims against companies for unlawful AI-driven data process-
ing, such as facial recognition cases against shopping malls. These early rulings illustrate
how statutory remedies and private enforcement mechanisms are emerging in the AI con-
text [45].

• Indonesia – Job-matching platforms (2023): Following complaints of gender bias in
AI-driven recruitment, regulators required corrective audits and transparency reporting.
This shows how administrative oversight can provide sector-specific remedies in em-
ployment contexts [132]. Civil society and media advocacy played an important role in
pressuring for these interventions, reflecting the broader role of algorithmic politics in
Southeast Asia [90].

• Philippines – Credit scoring oversight (2024): The National Privacy Commission in-
tervened against AI-based financial scoring models that excluded low-income groups,
mandating fairness audits and redress procedures. This illustrates the role of regulators in
creating collective remedies in financial services [104].

• Xiamen Court Ruling (2025): The Xiamen Maritime Court in China issued a precedent-
setting judgment requiring litigation agents to disclose comprehensively any use of AI
tools in judicial proceedings, including their scope, purpose, and data sources. This mea-
sure aims to safeguard transparency, accountability, and procedural fairness in trials in-
volving automated systems. NEED REFERENCE FOR THIS CASE!
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